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1. Introduction

Let R := C[xy,...,x,] be a polynomial ring over C, and let D := C(x;, %) be the Weyl algebra. Given
a nonzero f € R, its Bernstein-Sato polynomial by (s) € C[s] is the monic polynomial of smallest degree
satisfying a functional equation of the form

b(s)f* = P(s)f**!

for some P(s) € Dg[s]. Such a by (s) always exists, and its roots are rational and negative by a theorem of
Kashiwara [Kas77].

This Bernstein-Sato polynomial detects important information about the singularities of f. For example,
Kashiwara and Malgrange showed that one can recover the eigenvalues of the monodromy action on the
nearby cycles from the roots of by(s); see [Kas83, Mal83]. Kollar also showed that the log-canonical threshold
of f is the negative of the largest root of the Bernstein-Sato polynomial, see [Kol96], and afterwards Ein,
Lazarsfeld, Smith, and Varolin proved that whenever a € (0,1] is a jumping number for the multiplier ideals
of f, this & must be a root of by(~s); see [ELSV04].

In the hope of building new invariants of singularities, we develop a notion of “Bernstein-Sato polynomial”

in the case where one replaces the base C by Z/p™*!

, where p is a prime number (the theory works
over a more general base, see Setup 2.1, but we focus on this case here for simplicity). This can be seen
as a necessary step in developing a genuinely p-adic theory. Note that the case m = 0 (i.e. when one
works over IF)) has already been treated in work of Mustatd [Mus09] and the first author [Bitl8] (see also
[BS16, QG21b, QG2la, JNB*23] for more references).

The replacement of C with the base Z/p™*! in the definition of b 7(s) has two major components, which

we illustrate with the following questions:

(1) What should play the role of the algebra C(x;, aix)?
(2) How does one give a “functional equation” in this setting?

Let us briefly describe how these are dealt with.

We address question (1) by considering the ring of differential operators as defined by Grothendieck
[GD65, Chapter 16], which assigns to every commutative algebra R over a commutative ring A a subring
Dria € Ends(R) of the ring End4(R) of A-linear endomorphisms of R. We will write this ring as Dg
whenever A is clear from the context, and we note that it is noncommutative in general.

We refer the reader to Section 2.2 for the precise definition. For now, let us mention that, in the case
where R := A[xy,...,x,] is a polynomial ring over A, one can give algebra generators for Dy as follows:

@R:A<xi'a£k] ‘ i=1,...,m k= 1,2:"'>’
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where through an abuse of notation one thinks of x; € End4(R) as the operator that multiplies by the
(k]

variable x;, and d; " € End4(R) is the operator determined by

k a\ _
A = (et

(@ —1Wa:=2)-(a: = k+1
_al(az )(az k') (az + )x;kxill"'xz7l

(recall that (‘;c’) is always an integer, and hence this is defined regardless of whether one can divide by k! in A;

also note that (') = 0 for @; < k and hence the above is indeed an element of R). Moreover, when A is C (or

any field of characteristic zero), we have aE"] = 9;‘/ k!, and one recovers Dp = C(x;, d;). Finally, let us mention
that whenever A = Z/p™*!, we give an alternative characterization of this algebra in Proposition 2.18.

For question (2) we use an alternative description of the Bernstein-Sato polynomial that translates
naturally to an arbitrary base A. Basically, if R := A[xy,...,x,] is a polynomial ring over A and f € R
is a nonzerodivisor, one considers the polynomial ring R[t] in one extra variable, to which one gives an
IN-grading by declaring degx; = 0 and degt = 1; this induces a Z-grading on Dp(;]. One then assigns to f
a module Ny over the ring (Dgjs))o of differential operators of degree zero (we refer the reader to Section 3
for a detailed description of Ny). In general, every differential operator on R induces a differential operator
on R[t], giving an inclusion D C D).

Let us describe what happens in the classical case A = C. Here we get (Dg[;])o = Dg[s], where s := —0it,
and the Bernstein-Sato polynomial is then the minimal polynomial for the action of s on N. Note that N
is in general infinite dimensional over C, and hence the fact that b f(s) # 0 is far from trivial, but nonetheless
true. From this one concludes that Ny splits as a direct sum Ny = b rec(Nf)a of generalized eigenspaces
for the action of s, and moreover one can recover the roots of b (s) from this decomposition by

{Roots of by(s)} ={1eC] (Nf), =0}

One can also think of this fact geometrically: if one thinks of the C[s]-module N as a sheaf on Spec(C[s]) =
A}:, then it is supported at a finite number of points, and these points are precisely the roots of b¢(s). As we
will see, when working over Z/p™, one thinks of this finite-support property as an analogue of the “existence
theorem” for Bernstein-Sato polynomials.

As mentioned, the construction of the (Dg(;))o-module Ny can be carried out over an arbitrary base A,
and in particular we can consider the case A = Z/p™*!. The most striking difference in this situation is that
(Dr(¢))o has nonredundant higher-order differential operators,

(Drp), = Dr [-o:t, —alpltp,-a[ﬂtpz,...],
and in particular the role of C[s] is now played by the algebra
Cm = (Z/pn’H-l ) [_att, _a[P]tPl _a[pz]tpzl . ] .

We refer the reader to Section 2.3 for more usable characterizations of this algebra. For now, let us just
mention the following fact (note that in the case m = 0 these facts already appear in [Bitl8, JNB*23]).

Proposition 1.1 (see Section 2.3). The algebra C,, is commutative, all of its prime ideals are maximal, and

Spec(C,y,) is homeomorphic to the space Z,, of p-adic integers equipped with the p-adic topology.

In particular, to each p-adic integer @ € Z,, one can assign a maximal ideal m, C C,,;, and every prime
ideal of C,, arises this way. From now on let us identify Spec(C,,) = Z,. Hence we think of N as a sheaf
onZ,.

Let us summarize what is known about the case m = 0. The following theorem of the first author can be
seen as an analogue of the existence of Bernstein-Sato polynomials, as an analogue of Kashiwara’s theorem of
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rationality and negativity of their roots, and as an analogue of the theorem of Ein-Lazarsfeld-Smith-Varolin
that connects these roots to jumping numbers.

Theorem/Definition 1.2 (¢f. [Bitl8]). Suppose f € IF,[xy,...,x,] is a nonzero polynomial. The module N is
supported at a finite number of p-adic integers oy, ..., a5 € Z,,. These p-adic integers are called the Bernstein-Sato
roots of f, and we denote this collection by BSR(f) C Z,,.
One has
BSR(f) = - (FIN(f) N Z,) N (0,1]),

where FIN(f) denotes the collection of F -jumping numbers of f. In particular, the Bernstein-Sato roots of f are
rational, negative, and lie in the interval [-1,0).

This result raises the question of whether one can develop a theory that also includes roots smaller than
—1, and whether one can assign a multiplicity to each root (in characteristic zero, the roots that are smaller
than —1 carry important information about the singularities of f; see for example [Sai93, MP20)]).

Let us now talk about our results; in summary, we show that passing to arbitrary m does not produce new
negative Bernstein-Sato roots, but that (surprisingly) Bernstein-Sato roots can be positive in this setting. We
also develop a multiplicity-like invariant that, despite not providing a good analogue for multiplicity, does
give interesting information.

We begin by proving the finite-support statement for the module N i which we use to define Bernstein-Sato
roots.

Theorem/Definition 1.3 (¢f Definition 3.3 and Theorem 4.2). Let f € (Z/p™*')[x1,...,x,] be a nonzerodivisor.
Then the C,,-module Ny is supported at a finite number of p-adic integers oy, ..., a5 € Z,,. These p-adic integers
are called the Bernstein-Sato roots of f, and we denote this collection by BSR(f) C Z,,.

We are able to show that these Bernstein-Sato roots are rational. From existing theory in characteristic
zero and characteristic p > 0 (m = 0), one would expect them to be negative. We give examples to show
that this need not be the case (see Example 4.14), but we prove that the roots that are negative agree with
the Bernstein-Sato roots of the mod-p reduction of f. We also show that every positive root is an integer
translate of a negative one. In summary, we have the following.

Theorem 1.4 (¢f Theorems 4.6, 4.12, and 4.15). Let f € (Z/p"*")[x4,...,x,] be a nonzerodivisor, and let
fo € Bylxy,...,x,] be its mod-p reduction.

(i) The Bernstein-Sato roots of f are rational; i.e. BSR(f) C Zp).
(ii) We have BSR(f) N (Zy))<o = BSR(f)
(iii) We have BSR(f) + Z = BSR(f,) + Z.

Given a p-adic integer a € Z,, the powers of the maximal ideals m, C C,, form a decreasing chain,
which takes the form

m, 2m;2m) 2 2mpyt =mi P =mlt =

(in particular, when m = 0, the ideals m, are idempotent; that is, m, = m2). Given a Bernstein-Sato root a
for f, we define the number

str(a, f) = min{k > 0 | mf (Nf) =0},

where (Ny), is the stalk of N at a (note that in characteristic zero this gives the multiplicity of a root «).
Some quick computations show that this does not give an analogue for multiplicity; for example, for f = x;
one has str(—1,x;) = m+ 1 (see Example 4.19). For this reason we give this invariant another name, and we
call str(a, f) the strength of a in f; this is a new feature of the theory that is not available when m = 0. We
show that these invariants detect whether ¢ arises as a root of the Bernstein-Sato polynomial in characteristic
zero.
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Theorem 1.5 (¢f Corollary 4.22). Let f € Z[xy,...,x,] be a polynomial with integer coefficients, and let p be
a large enough prime. For every integer m > 0, let f,, € (Z/p™V)[x1,...,x,] be the mod-p™ reduction of f.
Given o € Zp), the sequence (str(a, f,,)),—o is nondecreasing and satisfies

Vp (bf(oc)) >str(a, f,)

Jfor every m > 0, where v, (~) denotes p-adic valuation. In particular, if (str(a), f);_ is unbounded, then we
have bg(a) = 0.
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2. Background, preliminaries, and notation

In this paper we will always work over a very specific class of base rings; we begin by formalizing this in
the following.

Setup 2.1. Let (V,m, K) be a commutative artinian local ring with residue field K of characteristic p > 0.
We assume that there exists a bijective ring homomorphism F: V — V such that the induced map K — K
is the Frobenius morphism. We fix such an F, which will be referred to as a lift of Frobenius.

Remark 2.2. Let (V,m,IK, F) be as in Setup 2.1. Since F: V — V is bijective by assumption, it must be a
bijection on nonunits, and therefore F(m) = m. The bijectivity of F also implies that the Frobenius on K is
surjective, and hence K is forced to be perfect.

Example 2.3. We provide some examples of the above setup.

m+1

(i) The simplest example is the following: V =Z/p™*", a = (p), and F: V — V being the identity map.

(i) More generally, if k is a perfect field of characteristic p > 0, one could take V = W, (k) to be the
ring of Witt vectors of length m + 1 over k, with m = (p) and F the Frobenius endomorphism on Witt
vectors.

(iif) If K is a finite Galois extension of Q, with ring of integers (O, m, k), one can take V = Og/m™*1,
It is well known that the induced map Gal(K/Q,) — Gal(k/IF,) is surjective, see [Ser79, Section 7,
Proposition 20], so there exists a lift of Frobenius.

(iv) There are interesting examples in equal characteristic p which also satisfy the conditions of Setup 2.1;
for example, one could take V = IFp[t]/(th) with F(t) = t. This gives rise to some interesting
questions, which we will not tackle.

2.1. Basics on lifts of Frobenius

Let (V,m, K, F) be as in Setup 2.1. Given a V-algebra R, we define what it means for a lift of Frobenius
R — R to be compatible with the lift of Frobenius F: V — V.

Definition 2.4. Let (V,m, K, F) be as in Setup 2.1, and let R be a V-algebra. A ring endomorphism
Fr: R — R is called a compatible lift of Frobenius if the diagram

vty

L

R——R
Fr
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commutes and the induced map R/mR — R/mR is the Frobenius endomorphism. If no confusion is likely to
arise, we may also write F for such a lift of Frobenius on R.

Remark 2.5. When R is smooth over V, we can always fill in the dashed arrow in the commutative diagram

V — R

A
I
V. — R —— R/mR ——= R/mR,

which tells us that there exists a compatible lift of Frobenius.

Example 2.6. If R := V[xq,...,x,], then R admits a compatible lift of Frobenius F: R — R given by
Fr(a) = F(a) for all a € V and Fg(x;) = xf for all i = 1,...,n. More generally, one can instead declare
Fr(x;) = xf +v;, where vy,...,7, are arbitrary elements of mR.

Let R be a V-algebra and F: R — R be a lift of Frobenius on R. Given an integer e > 0, we let F: R — R
be the ring endomorphism given by F®:= Fo---oF (e times), with the understanding that F 0 is the identity
on R.

Recall that, given a homomorphism ¢: A — B of commutative rings, one obtains an associated restriction
of scalars functor ¢,: B-mod — A-mod, as well as an extension of scalars functor ¢*: A-mod — B-mod.
The same is true, therefore, for the endomorphisms F®: R — R, but the fact that these endomorphisms have
the same source and target makes these functors slightly confusing. We introduce some standard notation to
try to alleviate this confusion.

If M is an R module and e > 0 is an integer, we let F{ M be the R-module obtained through restriction of
scalars along F°: R — R. An element u € M will be denoted by F{u when we want to emphasize that we
view u as an element of F{M instead of M. With this notation, the R-module structure of F{M is given by
the expression

g-Fiu=F;(F°(g)-u), wheregeR uecM.

This construction is rigged so that F®: R — F¢R is R-linear; in particular, we may think of F{R as an
R-algebra, where the R-module structure is given through F¢. Note that, given integers i,j > 0, the set
Hompg(FIR, F/R) is given by

1) Hompg (PjR, PZR) = {¢p € Homz(R,R) | §(F'(g)h) = F/(g)p(h) for all g,h € R},

Given an R-module M, the extension of scalars along F° is given by F®(M) = B®g M, where B is the
(R, R)-bimodule given by B = R as a left R-module and B = F{R as a right R-module. For future purposes, it
will be useful to think of B as B = Hompg(R, F{R), where the bimodule structure on Hompg(R, F{R) is given
by

b-g=og
g ¢=FEgo¢
for all ¢ € Homg(R, F{R) and g € R. With this notation, therefore, we have
F®(M) = Homg(R, F{R) ®g M.

Example 2.7.

(i) One has F*(R) = R.
(ii) Suppose an R-module M is presented as

R@mi)R@n_)M_)O’
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where A = (a;;) is an n x m matrix over R. Then the module F**(M) is presented by

Fe(4)
—_—

R@m R@n N Fe*(M) N 0’

where the matrix F¢(A) is given by F¢(A) = (F*(a;;)).

Recall that given a homomorphism A — B of commutative rings and an ideal I C A, one obtains the ideal
IB C B as the extension of I. Once again, the same is the case for the endomorphisms F°: R — R, but the
fact that the source and target are the same ring means that more careful notation is required.

Definition 2.8. Let (V,m, K, F) be as in Setup 2.1, let R be a V-algebra, and let F: R — R be a compatible
lift of Frobenius. Given an ideal ] C R and an integer e > 0, we define the new ideal (F¢(J)) C R as the
extension of I along F°: R — R. In other words, we have

(F(])):=(F*(g) | g €T).

Remark 2.9. To compute (F¢(J)) it suffices to apply F° to the generators of J. More precisely, given generators
J = (8i | i€l), we have (F(])) = (F*(g;) | i € I).

Remark 2.10. Applying the functor F®*(—) to the inclusion ] C R yields a map
Fe(J) — F*(R) = R,

whose image is precisely (F°(J)). We will later see that, when R is smooth over V, the map F®: R — R is flat
(see Lemma 2.20), and therefore one can identify (F¢(])) = F**(]).

Lemma 2.11. Let (V,m, K, F) be as in Setup 2.1, and let R be a V -algebra. If g, h € R are elements such that
g=h mod m*R for some integer k > 1, then g = h?* mod m***R for all e > 0.

Proof. By induction it suffices to prove the claim in the case e = 1. Let x € m*R be such that g = 1 + x. The
binomial expansion then gives

p
g =h+ Z(f)xigp‘i.
i=1

To conclude the proof, we claim that (’Z.))xi em R foralli=1,...,p.
To prove the claim, first recall that in V' we have p € m. In the case i # p, the claim then follows because

p divides (7), and hence (f)xi e m'* R C m**1R. In the case i = p, recall that k > 1 by assumption and
therefore xP € m*? C m*+1, O
Lemma 2.12. Let (V,m,IK, F) be as in Setup 2.1, and fix an m > 0 such that m™l =0 V. Let R be a

V -algebra equipped with a compatible lift of Frobenius F: R — R. For all integers e > 0 and all g € R, we have

Fe (gpm) — gp7n+€'
Proof Since F lifts Frobenius on R/mR, we know that F°(g) = ¢ mod mR. By Lemma 2.11 we conclude
that F¢(gP") = F¢(g)?" = ¢ mod m™*!R. Since m"*! = 0 by assumption, the statement follows. O

Proposition 2.13. Let (V,m, K, F) be as in Setup 2.1, let R be a V -algebra with a compatible lift of Frobenius
F: R— R, and let W C R be a multiplicative subset. There is a unique extension of F: R — R to a compatible
lift of Frobenius on W™ R.

Proof. Tt suffices to show that, for every w € W, the element F(w) is invertible in W='R. This follows
because F(w) = w? mod mW 'R and mW~!R is nilpotent; alternatively, if m > 0 is such that m"*! =0

m+1

in V, then by Lemma 2.12 we have F(w)P" = wP"" . 0
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2.2. Rings of differential operators and Frobenius descent

Let V be a commutative ring and R be a commutative V -algebra. A construction of Grothendieck assigns
to this data a subring Dpj4 of the (noncommutative) ring End4(R) of A-linear endomorphisms of R; see
[GD65, Chapter 16]. Here we briefly explain this construction and provide an alternative characterization of
this ring in the case where the base ring V is as in Setup 2.1. Note that some of these results have already
been obtained by Berthelot [Berl2], but in our exposition we will avoid the use of divided powers.

We begin by noting that Endy/(R) has a natural R®y R-module structure, where a pure tensor r®s € R®y R
acts on an element ¢ € Endy (R) by

(r®s)-¢)(x) :=rP(sx)
for all x € R. We let Jrjy € R®y R denote the kernel of the natural map R®y R — R given by multiplication.

The ideal Jgj defines the diagonal subscheme Spec(R) < Spec(R) xy Spec(R), and we have generators
]R|V = (1®T—1’®1 | TER).

Definition 2.14 (¢f [GD65, Chapter 16]). Let R be a V-algebra. The ring
DRy = {(j) € Endy(R) | ]EIV - ¢ = 0 for some n > O}
is called the ring of V-linear differential operators on R.

We will write this as g whenever V and the V-algebra structure of R are clear from the context. It is
clear that Dp|y is closed under addition; one can verify that it is also closed under composition, and thus
Dpv forms a subring of Endy (R).

Now suppose that V is as in Setup 2.1. We show that whenever a V-algebra R admits a lift of Frobenius,
one can describe Dy in terms of it. Let us begin by introducing the relevant notation.

Definition 2.15. Let (V,m, K, F) be as in Setup 2.1, and let R be a V-algebra. Let F: R — R be a compatible
lift of Frobenius and e > 0 be an integer. Then the ring

DY := Hompe(g)(R,R)

is called the ring of differential operators of level e with respect to F.

Note that one can also think of CDI(QF’e) through the following description (see Equation (2.1)):

D\ = Homp (F'R, F¢R).

Moreover, the lift of Frobenius F: R — R induces a compatible lift of Frobenius F® F: R®, R > R®y R.
One easily verifies that (F ® F)(Jrjv) € Jrjv, and therefore we get a descending chain of ideals

Tryw 2 ((F®F)(Jrv)) 2 (F®F) (Jriv)) 2+
We observe that .CDI(QF’E) can be described by using these ideals as follows.

Lemma 2.16. Let (V,m, K, F) be as in Setup 2.1, let R be a V -algebra, and let F: R — R be a compatible lift of
Frobenius. For every integer e > 0, we have

D = (¢ € Endv(R) | ((F&FF (Jxv))- ¢ = 0},

Proof- First note that, by our assumption in Setup 2.1, the morphism F is bijective on V, and therefore
V C F¥(R) for every e > 0, which shows that CDI(QF'E) C Endy (R).

The ideal Jgy is generated by elements of the form 1®r—r®1 for r € R. It follows that (F ® F)*(]) is
the ideal generated by elements of the form 1® F°(r) — F¢(r) ® 1, where r ranges through all elements of R.
Observe that (1 ® F¢(r) - F°(r)®1)- ¢ = 0 if and only if ¢) commutes with multiplication by F¢(r). O



Bernstein-Sato theory modulo p™ 9

Lemma 2.17. Let (V,m,IK, F) be as in Setup 2.1. Let S be a flat V -algebra, F: S — S be a compatible lift of
Frobenius, and ] C S be an ideal. Assume that S/J¥S is flat over V for every integer k > 1, that ] is finitely
generated, and that F(]) C J. Then the families of ideals {J"},> , and {(F°(]))}52, are cofinal.

Proof. Let m > 0 be such that m”*! = 0 in V, fix generators | = (f},..., f;) for J, and fix an integer
e > 0. The ideal J?P*~D*! js generated by products of the form f;'--- £, where Y a; = s(p® - 1) + 1;
in particular, for some i we must have a; > p°. Since F induces Frobenius on S/mS, this shows that
J5P =D+ C (Fe(J)) + mS, and therefore J("*+1D((p*=1)+1) C (Fe(T)).

It remains to show that for a fixed k > 0 there exists some ¢ > 0 such that (F¢(J)) C J*. Replacing S
by S/Jk, we may assume that Jk =0, and we are trying to show that (F¢(J)) = 0 for some e > 0.

Pick i large enough so that p’ > k, and thus JP' = 0. Since F induces Frobenius in S/mS, we get
(Fi(])) Q]pi +mS =mS. On the other hand, (F'(J)) CJ by assumption, so (F'(J)) CJ NmS.

We claim that ] "'mS = J - mS, and therefore that (F?(J)) C J -mS. To see this, consider the short exact
sequence

0—m—V—>V/m—O0.

By assumption, S and S/] are flat over V. Applying (—)®y S to this short exact sequence, we see that the
natural map m®y S — mS is an isomorphism. Applying (—) ®y (S/]), we then get

O—>n15/]-mS —5/],

and the injectivity of this arrow tells us that J N mS =] -mS.
Using the claim, we obtain that (F/(J)) C J-m/S for all j > 1, and thus (F/"*1)(J)) = 0. O

Proposition 2.18. Let (V,m, K, F) be as in Setup 2.1. Let R be a V -algebra of finite type and F: R — R be a
compatible lift of Frobenius. Then we have

e F,
@R|V = U@I(z e).
e=0

Proof In view of Lemma 2.16, it suffices to show that the families {]I'ZW} and {((F ® F)*(Jrjv))} are cofinal
in R®y R. Since R is of finite type by assumption, there exist a polynomial ring P := V[xy,...,x,] over V
and a surjective V-algebra homomorphism 7t: P - R, and one can construct a compatible lift of Frobenius
F: P—Psuchthat For=moF.

The ideal Jgjy € R®y R is the image of Jp;y € P®y P under the induced homomorphism n®7: P®y P —
R®y R. It follows that jﬁlV is the image of ]glV for every n > 0, and that ((F ® F)°(Jgv)) is the image
of ((F® F)*(Jpv)) for every e > 0. We conclude that it suffices to prove the cofinality of {]glv} and
{((F®F)*(Jpjv))}, which we do by verifying that the algebra S := P ®y P and the ideal ] := Jp|y satisfy the
hypotheses of Lemma 2.17.

By a standard abuse of notation, let x; € S denote the element 1 ® x; for every 1,...,n, and let dx; € S
denote the element dx; :=1®x; —x; ® 1. The V-algebra S is then a polynomial algebra in the variables
X1,...,Xp,dXq,...,dx,, and the ideal | is generated by | = (dxy,...,dx,,). In particular, S is free over V and
therefore flat, ] is finitely generated, and for every integer k > 0 we have

SIT*S = @ VIxr, o xal(dxy)™ -+ (dx,)*,

where the sum ranges through all tuples @ = (a4, ..., @,) of nonnegative integers for which ay+---+a, < k-1.
In particular, S/J kS is also free over V for every k > 1, hence flat. O

This alternative description of the ring of differential operators has some important implications for us
in the case where R is smooth over V. We begin this discussion by recalling a special case of the flatness
criterion by fibres.
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Lemma 2.19. Let (V,m, k) be as in Setup 2.1, let R be a 'V -algebra and M be an R-module. Suppose that M/mM
is flat over R/mR and that M is flat over V. Then M is flat over R.

Proof- See [Sta2l, Tag 06A5]. O

Lemma 2.20. Let (V,m, k) be as in Setup 2.1. Let R be a smooth V -algebra, and let F: R — R be a lift of
Frobenius. For every integer e > 0, the R-module F{R is finitely generated projective.

Proof- We begin by recalling that on V we have F¢(m) = m (see Remark 2.2), and therefore we have a natural
isomorphism F{R/mF{R = F{(R/mR). Since R is of finite type over V, R/mR is of finite type over k and
therefore F-finite; i.e. FS(R/mR) = FSR/mF(R is finitely generated over R/mR for every integer e > 0. In
particular, for a fixed e > 0, there exists some N > 0 together with a surjection

(R/mR)®N 5 FeR/mFCR.
By lifting this morphism to R and letting Q be the cokernel, we obtain an exact sequence
RN S FCR— Q — 0.,
But, since 77 is surjective modulo m, we get that Q/mQ = 0, and therefore
Q=mQ=m’Q=---=m"'Q=0,

where as usual m is chosen so that m"”*!

= 0. We conclude that 7 is surjective and therefore that F{R is
finitely generated.

The smoothness of R over V also implies that R/mR is smooth over K, and miracle flatness states that
F{R/mF{R is also projective over R/mR; see [Sta2l, Tag 00R4] (this can also be seen from Kunz’s theorem).
Since F is bijective on V by assumption, the flatness of R over V implies that F{R is also flat over V for
every e > 0. From Lemma 2.19 we conclude that F{R is flat over R. Since we already know it is finitely

generated, we conclude that it is projective. O

Lemma 2.21. Let R be a noetherian ring, let G and H be finitely generated projective R-modules, and let
A :=Endg(G) and B := Endg(H). The morphism

Homg(G,H)®4 Homg(H, G) — Hompg(H, H)
given by [ @ Y +— ¢ o Y] is an isomorphism of (B, B)-bimodules.

Proof. 1t suffices to check the claim locally at primes of R, and hence we may assume that R is local;
in particular, G and H are free. With these assumptions, the identity map on H can be written as
idy =) ;a0 By, where a;: G — H and f8;: H — G are R-linear homomorphisms. One now easily checks
that [} ; a; ® (B 0 &) «— &] is a two-sided inverse for the given map. O

Proposition 2.22 (Frobenius descent). Let (V,m, K, F) be as in Setup 2.1, and let R be a smooth V -algebra
equipped with a lift of Frobenius F: R — R. For every integer e > 0, the functor F®* defines an equivalence of

categories

R-mod FT> @g'e) -mod

with inverse given by GI(QF’E) := Homp(F¢R, R) ®, (o) (-).
R

Proof. Recall that, given an R-module M, we have

F®(M) =Homg(R, FR) ®g M.

Since Hompg(R, FSR) has a natural (CDI(QF'E),R)—bimodule structure, F®(M) acquires a natural left @;{F’e)-

module structure. Similarly, Homg(F¢{R,R) is a (R, CDZ(QF’e))-bimodule, and therefore GI(QF'E) as defined above

)

gives a well-defined functor @I(QF’E -mod — R-mod.
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By Lemma 2.21 we have isomorphisms

Hompg(F{R,R)®, o Hompg(R, F{R) = Homg(R,R) = R
R

of (R, R)-bimodules, which shows that Gl(ep'e) o F: R-mod — R-mod is naturally equivalent to the identity
functor on R-mod. Similarly, we have isomorphisms

Homp(R, FR) ® Homp(F°R, R) = Homp(F’R, F°R) = D\
of (@;{F'E),@;{F’E))-bimodules, which gives that F® o Gg'e) is naturally equivalent to the identity functor on
DF¢) -mod. O

Let (V,m, KK, F) be as in Setup 2.1, let R be a smooth algebra, let F: R — R be a compatible lift
of Frobenius, and let f € R be a nonzerodivisor. For every integer e > 0, there is a natural R-module
isomorphism F(R[f~!]) = R[f ] (see the proof of Proposition 2.13), and, given an R-submodule I C R[f~!],
we will identify F®(I) with its image under the composition

F() — (R ]) = R[F

in particular, F®*(I) is a new R-submodule of R[f~']. When I C R is an ideal, this means we identify F**(I)
with the ideal (F¢(I)) given in Definition 2.8 (see Remark 2.10).

Note that every R-module homomorphism ¢: F®*R — R has a unique extension to an R-module
homomorphism F®*(R[f~!]) — R[f '], which we denote by ¢’. The assignment [¢ > ¢'] gives rise to an
injective homomorphism

Homp (E°R,R) —> HomR(Pf(R[f-l]),R[f—l]).

Definition 2.23. Let (V,m, K, F) be as in Setup 2.1, let R be a smooth V-algebra, let F: R — R be a lift of
Frobenius, and let f € R be a nonzerodivisor. Given an R-submodule ] C R[f~!] and an integer e > 0, we

define the R-submodule Gl(zp'e) (J) S R[f™'] to be

6)I(f,e)(]) o im(HomR(FfR,R) ®rJ — R[f—l])

=(¢’(g) | ¢ € Homg (FSR,R), g€]).

Corollary 2.24. For every integer e > 0, the assignment [I «— F®(I)] defines a bijective inclusion preserving
correspondence

{R-submodules of R[f ! ]} - { CDI(QF'E) -submodules of R[f '] }

Given a @1({F,e) -submodule ] C R[f '], the corresponding R-submodule is given by GI(QF’E)(]).
Proof: Under the correspondence of Proposition 2.22, the R-module R[f~!] gets exchanged with the CDI(QF’e)-
submodule given by F®*(R[f~']) = R[f~!]. The first statement then follows from Proposition 2.22. For the

second statement, simply observe that ng’e)( J) gets identified with the image of the composition
Homp(F{R,R)® ¢ ] —> Homp(F'R,R)®_ s R [ f*l] ~R [ f*l],
““R R
which is readily checked to agree with the morphism [¢p ® g+ ¢’(g)]- O

Remark 2.25. Although in Corollary 2.24 the submodule | is assumed to be a @;F’E)—submodule, the

definition of Gl(zp'e) (J) given in Definition 2.23 applies to any R-submodule ] C R[f~!]. This is not really
extra generality: given an R-submodule ] C R[f~!], we have
F, F, F,
el = (o)

where CDI(QF’E) -] is the @;F'e)—submodule of R[f~1] generated by J.
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Corollary 2.26. Let I C R[f '] be an R-submodule, and let e,i > O be integers. We then have

Gl(eF,e)(I) _ GI(QF,eﬂ') (Fi*(l)).
Proof By Remark 2.25, applying the functor F(¢*1)* to either side yields the same .CDI({F'Hi)-submodule of
R[f71], namely D e+ p (I). The statement then follows from Corollary 2.24. O

Remark 2.27. When V =K is a perfect field of positive characteristic, the submodules Gl(ep'e) (J) appear in
the theory of test ideals, often with the notation J['/P’], Indeed, if R is a smooth K-algebra and f € R is an
element, then for all integers 7 > 0 and e > 0, the ideal Gl(zp'e) (f™) is the test ideal of f with exponent n/p°®, i.e

e F,
() = e,
More generally, for an arbitrary ideal ] € R and an arbitrary real number A > 0, the test ideal of | with

exponent A can be expressed as
(o)

A — (Fe) (1TA/peTY.
o() = e ()
e=0
see [BMSO08] for details.
Note that Corollary 2.24 is still meaningful when f = 1; in this case, it tells us that [I — F®(I)] and
(F.e) . N
[J < Cr"(J)] give a bijective correspondence

{ Ideals of R } «— { @;F’e)—submodules of R }

The following proposition tells us how, in this situation, we can compute the ideals GI(QF’Q)( J) from a basis
for F{R and a set of generators of J. This generalizes the case of positive characteristic as in [BMS08,

Proposition 2.5] (where the ideal GI(QF'E)(]) is called ][1/Pe]).

Proposition 2.28. Let (V, 11, K, F) be as in Setup 2.1, R be a finite-type V -algebra, F: R — R be a compatible
lift of Frobenius, and ] C R be an ideal of R. Let e > 0 be an integer, assume that F{R is free over R with
basis F{vy,...,Fivy, and fix generators | = (fi,..., fs) for the ideal . For eachi=1,...,s and j=1,...,N, let
gij € R be the coefficients of F.f; in the basis v}; i.e

N
2.2) Fifi=) gijFiv;
j=1

Then we have
F, . .
Ch e)(]):(gij |i=1,...,m j=1,..,N).

Proof- Given an arbitrary element of ], say h = Z]- a;jfj, and an arbitrary R-linear map ¢: F{R — R, we get

D f;)
= Z‘P 8ijF. JfJ
= ZSZJ‘P JfJ

which proves the inclusion C. For the other 1nclu51on, it suffices to show that every g;; belongs to the
left-hand side. For this, let 7t; : F{R — R be the projection to the basis element Ffv]'. One has

g =1i(f)ecy ). O
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Suppose R := V[xy,...,x,] is a polynomial ring over V, and fix the compatible lift of Frobenius F: R — R
with F(x;) = xf . For every integer e > 0, the R-module F{R is free, and the monomials Pfx?l e xp" with
0 <a; < p°® form a basis.

We fix the standard grading on V[xy,...,x,]. Given a (not necessarily homogeneous) polynomial ¢ € R
and an integer d > 0, we will say that g has degree at most d whenever all its homogeneous components
have degrees at most d; we write this as deg g < d. More generally, we say that an ideal ] C R is generated
in degrees at most d if there are generators | = (gy,..., ) such that each g; has degree at most d. Note that
this is equivalent to the condition

J=R-(JN[R]<a)-
In particular, if ], ], C R are ideals generated in degrees at most d and J; N [R]<y = J, N[R]<4, then J; = J,.
We now give a useful bound on the degrees of generators of the ideals Gl(ep’e) J) which will be of use later
(once again, this appears in [BMS08] in the case of positive characteristic).
Proposition 2.29. Let (V,m,IK, F) be as in Setup 2.1, let R := V|[x1,...,x,] be a polynomial ring over V, and
fix F: R — R to be the compatible lift of Frobenius with F(x;) = xf. If ] C R is an ideal generated in degrees at

most d, then the ideal GI(QF’E)(]) is generated in degrees at most d/p°.
Proof. For the given lift of Frobenius, an R-basis for F{R is given by the monomials
a ay

—
XU =X xy "

where a = (aq,...,a,) is a tuple of integers with 0 < a; < p® for every i. Pick generators | = (fi,..., f;) such
that deg f; < d, and express each F{ f; in this basis as in Equation (2.2). This gives

fi= ) F(gia)x™
0<a;<p°

Since the given lift of Frobenius multiplies degrees by p°, for every i and a, we get

d > deg(f;) > p®deg(gin)+deg(x®) > p°deg(gia),

from which we deduce that deg(g;,) < d/p°. Since G}({F,e) (J) is generated by the g;,, the statement follows. [J

2.3. Certain algebras of continuous functions

Throughout this subsection we fix a prime number p, and Z, will denote the ring of p-adic integers.
Given sets X and Y, we denote by Fun(X, Y) the set of all functions X — Y.

Definition 2.30. Let A be a set. We denote by C(Z,, A) the set of continuous functions ¢: Z, — A, where
A is equipped with the discrete topology.

Recall that
— 14 e
z, = 1(1_r£1(Z/p ),
from which we deduce
C(z,A)= lim Fun(Z/p*, A).

In other words, a function ¢: Z, — A belongs to C(Z,, A) if and only if there exists some integer e > 0
such that ¢(a) = ¢(p) for all a, p € Z, with a = mod p°Z,.

If A is a ring (not necessarily commutative), then C(Z,, A) inherits a ring structure, given by pointwise

addition and multiplication. In this situation, given an integer ¢ > 0 and a p-adic integer a € Z,, we denote
by x¢ € C(Z,, A) the operator

e(ﬁ)::{l if f=a modpZ,

0 otherwise.
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Note that these operators satisfy the identity

pi-1
(2.3) Xe =) X
i=0

Observe that if M is an A-module, then C(Z,, M) is naturally a C(Z,, A)-module.
If A is a commutative ring, then so is C(Z,, A), and hence we may consider Spec(C(Z,, A)). We give a
description of this spectrum as a locally ringed space for some special A.

Proposition 2.31. Suppose V is as in Setup 2.1. Then we have an isomorphism
Spec (C (Zp, V)) ~ (ZP,K)
of locally ringed spaces, where V is the locally constant sheaf with value V.

Proof. If e > 0 is an integer, then Fun(Z/p® V) is a product of p°® copies of V, and therefore the ringed
space Spec(Fun(Z/p® V)) is a disjoint union of p°® copies of Spec(V), indexed by Z/p°®. We thus have
isomorphisms of locally ringed spaces

Spec(Fun(Z/p®,V)) = Spec(V)x Z/p® = (Z/p°,V),

where the last isomorphism follows because Spec(V) is a single point.
By [Sta21, 01YW] we thus get

Spec (C (Zp, V)) = 1(1_r£1 (Z2/p°,V),

where the limit takes place in the category of locally ringed spaces. It hence suffices to show that (Z,, V)
satisfies the universal property of the right-hand side.

First observe that for each integer ¢ > 0 we have a natural map 7,: (Z,,V) — (Z/p® V). Suppose that
(W,Op) is a locally ringed space with compatible maps f,: (W,Oy) — (Z/p®, V) for every e > 0. This
induces a unique compatible continuous map of topological spaces fo,: W — Z, and the claim is that
there is a unique compatible map of sheaves V — f,..(Oy ), and hence there is a unique compatible map
foo: (W; ©W) - (Zp;K)-

To prove the claim, note that a map of sheaves V — f,, .O is equivalent to the data of ring homomor-
phisms V — Oy (f5! U) for every open U C Z, (compatible with restriction), and recall that it is enough to
specify these on a basis for the topology of Z,. To conclude the proof, recall that open sets of the form
7,1 (x) for x € Z/p® form a basis for the topology of Z,, and note that we have flmt(x) =, (x). O

Fix (V,m, K, F) as in Setup 2.1. By Proposition 2.31 every prime ideal of C(Z,, V') is maximal, and there
is a bijective correspondence between p-adic integers and maximal ideals of C(Z,, V). Tracing through the
proof, one sees that, given a p-adic integer a € Z,, the corresponding maximal ideal is

(m:a):=(¢eC(2,V) ] $(a)em).

This is an instance of a more general construction: given an ideal a C V and a p-adic integer a € Z,, we
can define an ideal (a: a) C C(Z,, V) given by

(a:a)=(peC(2,V) ] dla)ea).

For example, the ideal (0: &) C C(Z,, V) is the ideal that consists of functions which vanish at a. Note
that the evaluation morphism [¢p — ¢(a)] defines a surjective ring homomorphism e,: C(Z,,V) — V
whose kernel is precisely (0 : @), and therefore V = C(Z,,V)/(0: @). Given an ideal a C V, we have
e l(a)=(a:a).
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This construction is compatible with taking powers, in the sense that (a: a)f = (a* : @) for every ideal

a C V, every p-adic integer @ € Z,, and every integer k > 0. In particular, if m > 0 is chosen so that

m”*! =0 in V, then we have

m:a)D2(m:a)’2---2(m:a)"2(m:a)" =(m:a)"?=---=(0:a).

Given a C(Z,,V)-module M, we obtain an associated quasicoherent sheaf on Spec(C(Z,,V)) = Z,,.
Recall that, given a € Zp, the stalk M, of this sheaf at a € Zp is the localization of M at the maximal ideal
(m: a).

Proposition 2.32. Fix (V,m,IK,F) as in Setup 2.1, let M be a C(Zp, V)-module, and let o € Zp be a p-adic
integer. There is a natural C(Z,,V)-linear isomorphism

M, =M/(0:a)M.
Proof. For ease of notation, let C := C(Z,, V). Since M, = M ®c C, and M/(0: a)M =M ®c C/(0: ), it
suffices to prove the claim for M = C. Given an element ¢ € C, we denote by [¢] its equivalence class in
C/(0: a).

Suppose ¢ € C is such that 1 ¢ (m : «); in other words, (a) ¢ m. It follows that («a) is invertible
in V. We have {(a)™ 11 —1 € (0: @), and therefore [(p(a)']|[(a)] = [(a) '] = 1. This shows that 1 is
invertible in C/(0 : «). Since ¢ € C \ (m : ) was arbitrary, we get a natural C-linear map C, — C/(0: a).

Now let ¢ € C be an element such that ¢ € (0 : a), ie. ¢(a) = 0. Picking an e > 0 such that
¢ € Fun(Z/p®, V), we see that x5 ¢ = 0. Since x;, € (m: «), we have ¢/1 =0 in C,. This shows that the
natural map C — C, factors through C/(0: ), giving a natural map C/(0: a) — C,.

Since the maps C, — C/(0: a) and C/(0: a) — C, obtained above commute with the natural maps
C - C, and C — C/(0: a), we conclude that they are mutual inverses. O

Corollary 2.33. If B € Z, is another p-adic integer, we have
N {Ma ifa =B,

M
(Ma )ﬁ 0 otherwise.

Proof: Write M, = M/(0 : a)M. Since (m : ) is the only maximal ideal containing (m : a)”™*! = (0: &), we
conclude that (M,)g = 0 whenever @ # 8. On the other hand, it is clear that (M,), = M,. g

Proposition 2.34. Fix (V,m, K, F) as in Setup 2.1, and let M be a C(Z,, V')-module. Suppose there are only
finitely many e € Z,, such that M,, # 0; call these ay, ..., a5. Then the natural map

M— M, &M, & &M,
is an isomorphism, and the annihilator of M takes the form
Ann(M) = (a;:ay)-(ap:ap)---(as: as)
for some ideals a,,...,a;, C V.
Proof. Let K (resp. Q) be the kernel (resp. cokernel) of the given map, so that we have an exact sequence
0—>K—>M-—>M, & &M, —Q—0;

the goal is to show that K = Q = 0. For this, take an arbitrary f € Zp, and take the stalk at 8 of this
sequence. By virtue of Corollary 2.33, we conclude that, whenever § € {ay,...,a,}, we get

On the other hand, when 8 € {a;,..., a,}, we get

0—>Kﬁ—>0—>0—>Qﬁ—>O.
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In either case we get Ky = Qg = 0, and since this happens for all § € Z,, we conclude that K = Q =0 as
claimed.

For the statement about the annihilator, observe that for every i = 1,...,s the action of C(Z,, V) on M,,
factors through the evaluation map e,: C(Z,, V) — C(Z,, V)/(0: a;) = V, and therefore the annihilator
of M, has the form e;l,l(ai) =(aq; : a;) for some ideal a; C V. We conclude that the annihilator of M is
(;(a; : @;), and the statement follows from the fact that the ideals (a; : «;) are pairwise coprime. O

For us the algebra C(Z,, V) comes into play through rings of differential operators as follows. We let
(V,m, K, F) be as in Setup 2.1, and consider the polynomial ring V[#] in the variable t. We give V[¢] the
natural IN-grading for which deg(t) = 1; this induces a Z-grading on the ring Dy, of V-linear differential
operators on V[t]. We denote by (Dyys))o the subring of Dy, that consists of degree zero differential
operators.

If ¢ € C(Z,,V) is a continuous function ¢: Z, — V, we let ¢: V[t] = V[t] be the unique V-linear
map given by

for every integer a > 0.

We claim that ¢ is a differential operator. To see this, we fix the compatible lift of Frobenius F: V[t] —
V[t] given by F(t) = tP. If e > 0 is large enough so that ¢ factors through Z/p®, then for every integer
a>0 we get

PF(1)E") = G (#7777 = (-1 —a—p)tP"
B(=1— )t =t () = F(£)p(t"),

e

which shows that (jS € CDi,F['t]). Since (j; clearly has degree zero, we conclude that (f; e(D
We therefore get a V-algebra homomorphism

(F.e)
V[t] Jo-

(2, V)= (Dvin),

given by A(¢p) = ¢, which one immediately checks to be an isomorphism.
Note, for example, that given an integer ¢ > 0 and integers 0 < a,b < p®, the operator associated to the

function ¢ = x; given above acts by

“l-a  irp_
)Ee (tpeflfb) _ tP a if b =da,
! 0 otherwise.

We also have the following generalization. Suppose (V,m, K, F) are as in Setup 2.1 and R is a finite-type
V -algebra. We consider the polynomial ring R[¢] in the variable ¢, to which we give the natural IN-grading
by deg(R) = 0 and deg() = 1. This induces a Z-grading on the ring Dy[;] of V-linear differential operators
on R[t]. The isomorphism C(Z,, V) = (Dy[;))o can be upgraded to an isomorphism

C(Z,, Dr) = (Dry),,-

Indeed, this isomorphism is obtained as the composition

C(ZP,CDR) = C(Zp, V)®V Dr = (@V[t])o ®y Dp = (@R[t])o.
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3. Definition and characterization of Bernstein-Sato roots

3.1. Motivation from characteristic zero

Let R := C[xq,...,x,] be a polynomial ring over C. Recall that, in this case, the ring Dy of C-linear
differential operators on R can be described as the following subalgebra of End¢(R):

CDR :R<81,...,an>,

where 0; is the operator 0d; := d/dx;.

Let f € R be a nonzero polynomial, let s be a new indeterminate, and consider the Dg[s]-module
R[f~1,s]f®, where f* is a formal symbol. The action of R and s on R[f~!,s]f* is as expected; in
other words, we have R[f~!,s]f* = R[f~!,s] as an R[s]-module. However, the action of derivations is
determined by

a fs._ ff 1fs

A theorem of Bernstein and Sato states that there is a nonzero polynomial b(s) € C[s] such that

b(s)f* =P(s)f f*

for some P(s) € Dg[s]. The monic polynomial of least degree satisfying the above for some P(s) € Dg[s]
is called the Bernstein-Sato polynomial of f and is denoted by by(s). Said differently, bs(s) is the monic
generator of the ideal

(b(s)) = Anngys) (Drls) - £5 [ Drls)- f£5) € Cls)

As explained in Section 1, this description is not suitable for translation to positive characteristic, and
one uses instead an alternative construction of by(s) on which we now elaborate. We note that the earliest
reference to this construction we could find is in work of Malgrange [Mal83].

Consider the graph yy: A" — A" x A' of the polynomial f, and the @p-module pushforward
)/f,+(R[f_1]) of the Dz-module R[f~!]. This admits a concrete description as

R[t fL(f =)
R[t,f1] 7
where t is the coordinate on the new copy of A!, and for each integer k > 0 we let 9; denote the class

Sei=[(f -t K e 7f,+(R[f']. These elements & form a basis for y; . (R[f7']) as an R[f~']-module;

that is,
o Rl = Dl o
On the other hand, the module R[f~, s]f* is also freek Zover R[f~1], with a basis given by
R[] - Dl
i=0

With this notation, there is an isomorphism

vra (RIFY) = R[] £

which is Dg[f~!]-linear and exchanges , with the action of —d;t on the left with s on the right. In

yis(RIf]) =

particular, the change of basis is given by

Do) = (1) )
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In view of this, the Bernstein-Sato polynomial of f can also be viewed as the annihilator
(bs(s)) = Anngys) (Dr[-0;t]- 80 | Dr[-2st]- f50) € Cls],

where s acts on the module as the operator —d;t. Since the module y¢ . (R[f ~1]) can be constructed over an
arbitrary base, this latter description is better for generalization, as long as one uses the correct replacement
of Dg[—0d;t]. We refer the reader to [Mus09, Bitl8, QG21b, JNB*23] for an implementation of these ideas in

positive characteristic.

3.2. The b-function and Bernstein-Sato roots over Z/p™

Let (V,m, K, F) be as in Setup 2.1, let R be a finite-type V-algebra equipped with a compatible lift of
Frobenius F: R — R, and let f € R be a nonzerodivisor. Consider the polynomial ring V[t] on a variable ¢,
equipped with the lift of Frobenius given by F(t) = tP. Note that the lifts of Frobenius on R and V[t] induce
one on R[t] = R®y V[t]. With this notation, for all integers e > 0, we have

(Fe) _ p(Fe)
Dypr =Dy @y D

(Fe)
V[t

Consider the Dg[;j-module

CR[LfL(F -7
TR
and the element &y := [(f —t)7'] € Hy. Now regard R[t] as a graded ring, in which deg(R) = 0 and
deg(t) = 1. This induces a Z-grading on Dp(;], and we let (Dg[;))o denote its degree zero piece.
Recall that we have (Dg(s))o = Dr ®v (Dys))o and that we have an isomorphism (Dy ;) = C(Z,, V)
(see Section 2.3). In particular, every (Dgjs))o-module has a natural C(Z,, V)-structure by restriction of

scalars. This is the case, for example, for the module

(@R[t])o “0p
(@R[t])o féo

Malgrange’s description of the Bernstein-Sato polynomial (see Section 3.1), as well as existing work in

Nf =

positive characteristic analogues, see [Bitl8, QG21b, JNB*23], leads to the following as an analogue of the
Bernstein-Sato polynomial in our current setting.

Definition 3.1. Let (V,m, K, F) be as in Setup 2.1, let R be a smooth V-algebra, and let f € R be a
nonzerodivisor. The b-function of f is the ideal By C C(Z,, V) given as the annihilator

Bf = Ann(Nf) - C(ZP,V).

Remark 3.2. We will see (Corollary 4.3) that when R is a polynomial ring over V, the C(Z,, V')-module N
satisfies the hypothesis of Proposition 2.34; that is, there are only finitely many « € Z, such that the stalk
(Nf)q is nonzero. If we call these ay, ..., a;, this will imply that

Ny =(Ny), @& (Ny)

as
and that
Br=(ar:ay)-(a: ) (as: ay).
To simplify the discussion, it will be useful to give these a; a name at this stage.

Definition 3.3. Let (V,m, K, F) be as in Setup 2.1, let R be a smooth V-algebra, and let f € R be a
nonzerodivisor. A p-adic integer a« € Z, is called a Bernstein-Sato root of f whenever (Ny), = 0.
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Note that in Theorem 3.17 we obtain alternative characterizations of Bernstein-Sato roots.

We begin our discussion by exploiting Frobenius to give an alternative description of Hy. For every
integer e > 0, observe that fP° —tP" is invertible in R[t, f~!,(f —t)”!] by Proposition 2.13. We can thus let
0, € Hy denote the class

@:Wf4ﬂﬂem.

=0 in V. For every integer e > 0, observe that we have

Spum = [Pe (7" - tP"‘)*l]

Fix an integer m > 0 such that m"*!

and, moreover,

6m+e = Fe+1 (fpm - tpm) F* (fpm - tpm )_1 6m+e+1

= F (7 =P ) (P ")) Gy

_Fe{Zflp Hp=1=0p ] Omier1
p-1

_ [ZPZ (fipm) petm (tp_l_i)]5m+g+1-
i=0

On the other hand, for every integer e > 0, we consider the module

Ji+e __M K B R[t,f_l] -
r (fpnw - tpmﬂ) e (Fe(fP") = Fetm(t)) ™Y

where 0,,,, is just a bookkeeping symbol. Note that the natural Dp(;)-module structure of R[¢, f ~1] endows

H}"”" with a natural .CD ®V .CD(F[ r]nﬂz) module structure. Moreover, the homomorphism I:I}”” — I:I]’Z“reJr1
given by
Opye F ZFE 1p'” Pe+m(tp - l) 5m+e+l
is D4 @y D" linear. It follows that the colimit of the " h 1D dul
is Dp "®y vie] inear. It follows that the colimit of the f as a natural (Dp[y]-module structure.

Lemma 3.4. Let (V,m, K, F) be as in Setup 2.1, let S be a V -algebra, and let x,y € S be two elements. The
families of ideals {(x —y)"};_, and {xP* —yp foo are cofinal.

Proof Fix an integer e > 0. We want to find an integer 7 > 0 such that (x — )" € (xP° — pP°). Going modulo
the ideal (x?* — yP"), we may assume that x*° = yP*, and we want to find an 1 > 0 such that (x —y)" = 0.

Since S/mS has characteristic p > 0, we know that (x —y)pc =0 in S/mS; that is, we have (x —y)pe emsS.
If m > 0 is such that m™*! = 0 in V, we conclude that (x — y) (m+1)p = 0,

Now fix 1> 0. We want to find some e > 0 such that (x?* —yp ) € (x—p)". First, assume that n = p' for
some integer i > 0. Then, workmg modulo the ideal (x — p)?', we may assume that (x —p)P' = 0, and we
want to show that xP* = yP* for some large enough e.

Again, since S/mS has characteristic p > 0, we know that X' = ypi mod mS. If m > 0 is such that
m”™*! =0in V, we get that X" = p" by Lemma 2.11. O

Proposition 3.5. With the notation as above, there is a Dy(;)-module isomorphism
s rymte ™~
h_)rrel H{™ — Hy

which, for every e > 0, identifies 8, With &,y
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Proof. Note that the module H 7 is (f —t)-power torsion. By Lemma 3.4 the families of ideals {(f — )"} and

[P — ") = (Fe P")} are cofinal. Letting &,,, := [F(fP" —tP")~!] € Hy, we obtain
g f
by = (125 )) = R[] e
e=0 e=0

Observe that 6,,,, € Hy induces a CDI(QF'E) ®y @g[ﬁﬁ)—linear map

Octm
R[t f] =5 H
whose kernel is precisely (F¢(fP" —tP")). To complete the proof, it suffices to observe that the transition
maps agree; this follows from the discussion above. n

Given integers ¢ > 0 and 0 < a <p™"¢, let Q;'"® € Hy be the element given by
m+e . fa tp’”” 1-a Sive GHf

Note that we have

p-1
fa tpm+e 1-a bm+e (fa tpmﬂz_l_a)[zflprwre t(p_l_l)pm+9]6m+e+1
i=0

p-1
_ a+i m+e —1—a—ip™te)pmte
- [ E f P t(p PP ]6m+e+1x

i=0

which gives

p-1
m+e _ E m+e+1
(3.1) a - a+l'pﬂl+6'
i=0

Fie) . . . 17 .
Moreover, if P € .CD]({ % is a differential operator of level e, g € R[f 1] is an element, and a, b are integers
with 0 <a,b < p"™*¢, we have

PXere gQZHe — m+e(f (p"=1-b g6m+e)

_ XZHE( m+e (fb -1 g)5m+e,

which gives

f*P(f°g)QuM+¢ ifa=b,
0 otherwise

(3-2) Pxye-gQ)te = {

on+e

(where the operators x; "¢ are as in Section 2.3).

3.3. The module C(Z,,R[f'])f*

In characteristic zero it is useful to be able to understand the b-function through a functional equation
instead of working with the module N¢. In this subsection we describe the module C(Z,, R¢)f*, which
plays the role of R¢[s]f* in our setting, and we show that it is isomorphic to the module Hy. From there we
extract a new characterization of the b-function. In the case of positive characteristic, this construction was
carried out in [JNB*23|.

Recall that, given a set A, we denote by C (ZP,A) the set of continuous functions Zp — A, where A has
the discrete topology (see Section 2.3).

Let (V,m, K, F) be as in Setup 2.1. Let R be a finite-type V-algebra with a compatible lift of Frobenius
F: R — R, let f € R be a nonzerodivisor, and fix an 7 > 0 such that m"*! =0 in V.
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Lemma 3.6. Suppose P € CDI(;B(EL] is a differential operator of level e with respect to F. For every p-adic integer

« € Z, and every element g € R[f], the element

fP(fig) e R[]

is independent of the choice of a € Z witha=a mod p*™™Z,. In particular, the function Z — R[] given by
[a f7°P(f%g)] is locally constant in the p-adic topology.

Proof- Let e be such that P € CDI(QF’E). Suppose a,b are such that a,b = @ mod p**"™Z,. We then have

a="b+kp®™ for some k € Z. By Lemma 2.12 we have
fr = (),
and therefore multiplication by f¥*" commutes with P. In particular, we have
FP(fg) = fUIPTP (o)
_ fbkp kT p (fbg)
=f7P(f"s). O

Given a p-adic integer & € Z,, a differential operator P € Dg[s-1), and an element g € R[f71], we

e+m

introduce the notation
fOP(f%g):=fP(f"g),

where a € Z is chosen sufficiently close to @ € Z,, in p-adic metric. If P has level e with respect to F,

Lemma 3.6 tells us that this is independent of a € Z as long as a —a € p*"™Z,. Moreover, it is easy to see

that if P € CD;F[;,)I] is a differential operator of level e, then so is f~*Pf%. We thus get a ring automorphism

St DRf1) — DRl
EfalP)i= fTOPSY,

which one can informally think of as conjugation by f¢.
We will show that these automorphisms induce an automorphism of C(Z,, Dg(s-1}). First, given an
element P € C(Z,, Dr(f-1)), define éf(P) to be the function Z, — Dg(¢-1) given by

(& (P))(a):= fF2P(a)f®,

Observe that we can combine the natural filtration on C(Z,,-) with the level filtration on Dg(¢-1] to
obtain a filtration on C(Z,, Dg(¢-1)) as follows:

) e 1. L,i
C(Z,, Drjp1) = lim Fun(Z/p Nim Dy JZL])

1 e+m o (Fs€)
_ILIEIFUH(Z/p l@R[f—l])l

where the second equality crucially uses that Z/p° is a finite set.

(F,e) =~ (F,e)

Lemma 3.7. Given P € Pun(Z/p”m,@R[f,l]), we have E¢(P) € Fun(Z/p”m,CDR[f,l]).
Proof. 1t is clear that for every a € Z, we have (éfls)(a) € CD;{IE;L], so it suffices to check that for every
@, B € Z, we have (Sf(P))(a +pttMB) = (Sf(la))(a), which follows from Lemma 3.6. O

From Lemma 3.7 we conclude that & £ gives a ring automorphism

&p: C(Zy, Drip1) = C(Zp, Drs11)-
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Given a C(Z,, Dg(f-1])-module M, by restricting scalars along ¢, we obtain a new module, which we
denote by ¢ .M. Note that £¢ .M = M as an abelian group. By applying this construction to the module
C(Z,, R[f ~11), we obtain the module that we have been looking for.

Definition 3.8. Let (V,m, K, F) be as in Setup 2.1, let R be a finite type V -algebra with a compatible lift of
Frobenius F: R — R, and let f € R be a nonzerodivisor. The module C(ZP,R[f_l])fs is given by

C(Z R[f])f* = &p.C (2, R[F7Y)).

An element ¢ € C(ZP,R[ffl]) will be denoted by ¢§f° when we want to emphasize that we think of ¢ as an
element of C(ZP,R[f_l])fs.

Recall that we have a V-algebra isomorphism
A
C (Zp,CDR) - (@R[t])o,

as described in Section 2.3. Given a C(Z,,Dg)-module M and a (Dg(s})o-module N, we say that an
isomorphism a: M = N is A-semilinear whenever we have

for all ¢ € C(Z,,DR) and u € M. Informally speaking, a exchanges the C(Z,, Dg)-action of M with the
(Dr(t))o-action of N in a way that is compatible with A.

Our next goal is to show that we have a natural A-semilinear isomorphism C(Zp,R[f_l])fS =Hy. We
begin by obtaining a concrete description of the module C(.ZP,R[f_1 ])f°. First observe that we have

C(Zer[f—l]) = 1i_>r£1Fun (Z/Pm+e,R[f_1])fS
mie_q
= li_{?p R[f‘l] xrefs,
a=0

As discussed above, we also have

C (Zp,@R) = 1512 Fun (Z/pe+m,@1({F,e))
pm+£71
=tim () 2 ki
a=0

. Fe) . _
Given an integer e > 0, an operator P € .CD;{ e), integers 0 < a,b < p™*®, and an element g € R[f 1], the

action of C(Z,,Dg) on C(Zp,R[f_l])fS is determined by

fAP(feg)xlef* ifa=b,

0 otherwise.

(3.3) Pxg"-gxy f* = {

Proposition 3.9. Let (V,m,IK, F) be as in Setup 2.1, let R be a finite-type V -algebra equipped with a compatible
lift of Frobenius F: R — R, and let f € R be a nonzerodivisor. There is a A-semilinear isomorphism

C(Z, R[f]) S =Hy

which exchanges f* € C(Zy, R[f 1)) f* with &, € Hy.
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Proof. As usual, fix an integer 7 > 0 such that m”*! = 0 in V. Recall that we have

me_1
Fun(2/p™ R[f]) = €D R[F ]2,
a=0
pm+e_1
=l
a=0
and thus exchanging the bases x*¢ <> Q"*¢ defines an R[f ! ]-linear isomorphism

Fun (Z/pm+e, R [f_1 ]) = H™

By (3.2) and (3.3), this isomorphism exchanges the action of Fun(Z/pm”,@l(f’e)) with the action of

@I(QF’E) ®y (CDi,F[tnf +e))o. Moreover, by (2.3) and (3.1), these isomorphisms are compatible in e > 0 and therefore
define an isomorphism between limits, which gives the required isomorphism. g
Corollary 3.10. Let N is the (Dg(y))o-module defined in Section 3.2. There is a A-semilinear isomorphism
C(Z,,Dr)- f* _
C(2,Dx) 1f°
Corollary 3.11. The b-function By of f is the ideal of C(Z,, V) given as the annihilator

By = Ann(C(Z,, D) f* [ C(Z,,Dr)- ff*) S C(Z,, V).

3.4. The modules R[f_l]f“

Let (V,m, K, F) be as in Setup 2.1, let R be a V-algebra, and let f € R be a nonzerodivisor. Our next
goal is to leverage the alternative description of the C(Z,, V)-module N¢ obtained in Corollary 3.10 to give
new characterizations of the Bernstein-Sato roots of f. This is attained in Theorem 3.17.

Recall that a p-adic integer a € Z, is a Bernstein-Sato root of f whenever the stalk of Ny at a is nonzero.
Corollary 3.10 suggests that, to get a handle on the Bernstein-Sato roots, it would be useful to understand
the stalks of the module C(Z,, R[f ~1])f*; this is the goal of the current subsection.

We start by recalling that C(Z,, R[f ~1)f* is naturally a C (Z,,V)-module, and therefore it gives rise to a
quasicoherent sheaf on Spec(C(Z,, V)) = Z, (see Section 2.3).

Definition 3.12. Let (V,m, K, F) be as in Setup 2.1, let R be a V'-algebra, and let f € R be a nonzerodivisor.
Given a p-adic integer a € Z,, we let R[f~']f® be the stalk of C(Z,,R[f'])f* at a; that is,

-lyra ._ -1 s
RIff=(C(2,R[f7])F7),
An element g € R[f_l] will be denoted by gf ¢ if we want to emphasize that we view g as an element of
RIffe.
By Proposition 2.32 there is a surjective homomorphism
p— e(){ p—
C(zp R[f])f = R[f7] £
§f*—ga)f”
given by evaluation at a € Z,, which gives
C(z, R[f])f?
(0: @)C(Zy, R[f])f°

~ R[f']f%
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Since C(Z,,R[f~ IDfs is a C(Z,, Dr(f-1))-module, R[f~']f* is naturally a Dp(f-1)-module. This
structure is given as follows: for P € Dp(¢-1) and g € R[f~'], we have

P-(gf%)=fP(f9f"
(see Lemma 3.6 and the discussion below it). Recall that if e, > 0 are chosen such that m”*! = 0 in V and
Pe CDI({F’E), then this means that P (gf%) = f “P(f“g)f*, where a € Z is such that a = a mod p**"Z,.

Note that, in the case where V is a field of positive characteristic and a € Z(p) is rational, the modules
R[f~']f* appear in the work of Blickle, Mustati, and Smith [BMS09] under the name Rye_q.

Remark 313. Let (V,m, K, F) be as in Setup 2.1, let R be a V-algebra of finite type with a compatible lift of
Frobenius F: R — R, and let f € R be a nonzerodivisor. Let k € Z be an integer and a € Z, be a p-adic
integer.

(i) The assignment [gf %% > g fK f@] gives a Dp(f-1)-module isomorphism
R[f—l]fa+k adN R[f_l]fa-
(ii) Suppose k > 0. Then the assignment [g(f¥)% > gf*?] gives a Dp[f-1)-linear isomorphism
R[ffll (fk)zx N R[f—l]fka‘
3.5. The v-invariants

In this subsection we provide generalizations of the v-invariants introduced by Mustata, Takagi, and
Watanabe [MTWO05], which we will subsequently use to provide a useful characterization of Bernstein-Sato
roots. Note that, when working over a field of positive characteristic, this characterization already appears in
[OG21b, JNB*23].

We slightly deviate from previous work by working in the module R[f~!] instead of R. This means that
we allow our v-invariants to be negative and that, when constructing the invariants VJI((F p°) below, we must
allow for ] to be an R-submodule of R[f~!] satisfying J[f '] = R[f '], instead of an ideal of R satisfying
f € v/J. By the translation property of v-invariants given in Proposition 3.16(ii), these changes are purely
cosmetic and do not affect the rest of the theory.

Let (V,m, K, F) be as in Setup 2.1, let R be a V-algebra of finite type equipped with a lift of Frobenius
F: R — R, and let f € R be a nonzerodivisor. In this subsection we will assume that R is smooth, so that
Frobenius descent holds as given in Corollary 2.24.

Fix an integer e > 0. Under Frobenius descent (Corollary 2.24), the chain of @;{F'e)-submodules of R[f~!]
given by

ool 20 1 oplF 00l flopld. 2o

is in correspondence with the chain of R-submodules of R[f~!] given by
P 2ol el ol f1o el £2 5

In particular, given an integer n € Z, the following are equivalent:

(a) We have @(F’e fre F'e) - frrL
(b) We have CY 7. f1 = 'e) L freL,

Definition 3.14. Let (V,m,IK, F) be as in Setup 2.1, and let R be a smooth V-algebra equipped with a
compatible lift of Frobenius F: R — R. Let f € R be a nonzerodivisor and e > 0 be an integer. We say that
an integer n € Z is a v-invariant of level e for f with respect to F whenever the equivalent conditions (a)
and (b) above hold. We denote by v}(F, p°) the set of all such v-invariants.
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Let ] C R[f!] be an R-submodule, and let ¢ > 0 be an integer. By the smoothness of R, the functor F¢*
is exact (see Lemma 2.20). The natural map F®(J) — F*(R[f~!]) = R[f '] is therefore injective, and, by an
abuse of notation, we identify F®(J) with its image in R[f~!]. Whenever J is such that J[f~!] = R[f '], we
let

vi(F,p¢):=max{n> 0| f" & F*(])}.

Note that the maximum is indeed attained, since F¢*(J)[f~'] = F®*(J[f~']) = R[f ], and therefore we have
f" e F(]) for some n> 0.
Proposition 3.15. Let (V,m,IK, F) be as in Setup 2.1, let R be a smooth V -algebra equipped with a lift of
Frobenius F: R — R, let f € R be a nonzerodivisor, and let e > 0 be an integer.
(i) Given an R-submodule ] C R[f '] with J[f~'] = R[f '], the integer v]]((P,pe) is a v-invariant of level e
for f with respect to F; that is, we have v}(P,pe) € v}(F,pe).
(ii) AL such v-invariants arise this way; that is,

v;(F,pf) = {VJ][(F,pe) JC R[f_l] an R-submodule with ][f_l] = R[f_l]}.

Proof. Let ] C R[f~!] be an R-submodule. Recall that F¢*(J) is a @;{F'E)-submodule of R[f~!] and therefore,
given an integer 1 € Z, we have f" ¢ F®*(]) if and only if .CDI({F'Q)-f” ¢ Fe(J). In particular, if J[f '] = R[f '],
then for v := v]]((F,pe) we have -@g'e) - fV € F(]) while @g’e) - fv*1 C F(]), which gives the inequality
CD;{F’E) Yz @I(QF'E) - fv+1, proving (i).

For part (ii), suppose we have some v € v}(P,pe). This gives GZ({F’e) fY oz GI({P’E) - fv*1. Next, we let

] = GI(QF'E) - fV*1 and observe that, by Frobenius descent, we know that F®(J) = CD;QF’E) - fv+1. Since
Ve v;(F,pe) by assumption, we have f” & F®(]J); on the other hand, it is clear that f¥*! € F®*(J), and

therefore v = vJ]((F,pe). O

Proposition 3.16. Let (V,m,IK,F) be as in Setup 2.1, let R be a smooth V -algebra equipped with a lift of
Frobenius F: R — R, and let f € R be a nonzerodivisor.

(i) The v-invariants for f with respect to F form a descending chain
VH(F,p®) 2 vi(F,p') 2 vi(F,p?) 2.

(ii) Fix an integer e > 0, and let m > 0 be such that m™ 1 = 0 in V. Then the set v;(F,pe) is invariant
under translation by integer multiples of p"*¢; that is,

vi(F,p°)+Zp™"* = v}(F,p°).
(iii) For every integer e > 0, the v-invariants of level e with respect to F for f agree with those of level e + 1 for
F(f); that is,
VH(E, ) = v (F,p ).

0) (F,1)

Proof. Part (i) follows from the inclusions CDI(QF' Chp ' C CDI(QF'Z) C---

For part (ii) it suffices to show that, given an integer k € Z and a v-invariant n € V}(F,pe), we have
n+kptm e v}(F,pe). Since #n is a v-invariant, we have CDI(QF’E) fh @1(5’3) . ™1, Also recall that we have
fp
(and using the fact that f is a nonzerodivisor), we get

CD](QF’E) _fn+kp — fkp"“”@gre) _fn ifkp“'”@l(fre) _fn+1 — CD](QF'E) _fn+kp“'”+1’

which gives n+ kp®*™ e vi(F,p°) as required.

e+m

m e+m P, o . .
= F¢(fP") and therefore fP"" commutes with all operators in @l(z o, Combining these observations

e+m

Part (iii) follows from a direct application of Corollary 2.26. g
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3.6. Alternative characterizations of Bernstein-Sato roots

Let (V,m, K, F) be as in Setup 2.1, let R be a V-algebra equipped with a compatible lift of Frobenius
F: R— R, and let f € R be a nonzerodivisor. In this subsection we provide two alternative characterizations
of Bernstein-Sato roots of f. One of them uses the D-modules R[f~!]f¢ introduced in Section 3.4, while
the other uses the v-invariants introduced in Section 3.5.

Let Ny be the C(Z,, V)-module given in Section 3.2 (see Corollary 3.10 for an alternative description),
and recall that a p-adic integer @ € Z, is a Bernstein-Sato root of f whenever the stalk (N¢), is nonzero.

Theorem 3.17. Let (V,m, K, F) be as in Setup 2.1, let R be a smooth V -algebra equipped with a compatible lift
of Frobenius F: R — R, and let f € R be a nonzerodivisor. Fix an integer m > 0 such that m™*! = 0 in V. For a
p-adic integer a € Z,,, the following are equivalent:

(@) The p-adic integer « € Z,, is a Bernstein-Sato root of f; that is, (Nf), #
(b) In the Dg-module R[f ' |f %, we have f* & Dy - f f*.
(c) For every integer e > 0, we have (a +p*™™Z,)NZ C V}(P,pe).
(d) There is an integer sequence (v,)o o C Z such that v, € v}(F,p") Jor every e > 0, and whose p-adic limit
isa.
Proof. By Corollary 3.10 we have an isomorphism
(€(Zy Px)-£°),
p» R a

Now recall that R[f~1]f ¢ is the stalk of Cc(z, JRIFFI)fSatac Z,, from which we obtain

(€(Zp20)- 1), = [im( (20 20) L (2, k[
—im(C(2y20), L (C (2R []) 1),
_1m(CDR—>R[f ]f )
=Dr-f%
Similarly, we obtain that (C(Zp,@R) -ffs)a =Dy ff%, from which we conclude that
. Dr-f*

(Nf)a T Dr-ffY
which gives the equivalence between (a) and (b).

Suppose (b) is false, and fix an e > 0 such that f* € CDI(QF’E) - ff%. Fix an a € Z with the property that
a=a mod p*™Z,, for example by truncating the p-adic expansion of a. We then have (see Section 3.4)

foe @ ffa e (@I(QF,e) _fa+1)fa’

and therefore 1 € f‘“(CDI(QF'e) - f9*1) or, equivalently, f € CDI(QF'e) - f%1. But this gives that CDI(QF’E) S fr=
CD;{F’E) - f2*1 and therefore a ¢ v}(F,pe). This shows that (c) implies (b).
Conversely, suppose (b) holds, fix an integer e > 0, and let a € (a + pe+mZ ) NZ; in other words, let
a € Z be an integer such that a = « mod pe+mZ As before, we have CD ff“ = f_“(CDI(zF’e) felfe
and from the assumptlon that f% ¢ CD f f“, we conclude that f* ¢ CD . f @+l Therefore, we have
Fe) fr=D f‘yrl and hence a € vE(F,p ¢). We conclude that (b) implies (c).
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That (c) implies (d) is straightforward: if we choose v, to be any integer with a = v, mod p®""Z,,, then
the p-adic limit of (v,);2 is @, and (c) gives that v, € v}?(P,pe).

To finish the proof, assume that a sequence (v,);2, as in (d) exists. Since the p-adic limit of v, is a, we may
pass to a subsequence to assume that @ =v, mod p**™Z, (note that, by Proposition 3.16(i), the property
Ve € v}(F,pe) is preserved under passage to a subsequence). From the fact that a = v, mod p*""Z, we
conclude that a +p*"Z, = v, + p*""Z,, for every e > 0. On the other hand, since the v, are integers, we
have (v, +p*™Z,)NZ = v, + p*"™Z. Putting these together, we obtain

(a +pe+mZp) NZ= (ve +pe+mZp) NZ=v,+p*""Z.

Finally, by Proposition 3.16(ii) we conclude that v, + p"Z C v}(F,pe). We conclude that (d) implies (c),
which completes the proof. U

Corollary 3.18. Suppose a € Z,, is a Bernstein-Sato root of f, and let o = ag + pay + pay +--- be its p-adic
expansion. For every e >0, let a o, be the right truncation

. 2 e+m—1
Ocorm = Qptpatp a+---+p Xorm—1-

Then we have a.,,,, € v}(P,pE) for every e > 0.

Proof. Clearly we have a.,,, =@ mod p*""Z,, or, in other words, we have a ., € a +p*"™Z,. The
statement then follows from Theorem 3.17(c). O

Corollary 3.19. The collection of p-adic integers a satisfying condition (c) (resp. (d)) of Theorem 3.17 is independent
of the choice of F.

Proof. This collection is the collection of Bernstein-Sato roots of f, and the definition of Bernstein-Sato
roots makes no reference to F. g

Despite what Corollaries 3.18 and 3.19 might suggest, it is not true that the v-invariants v;(F,pe) are
independent of the choice of lift of Frobenius F. As an example, let p = 2 and R = (Z/4)[x,y] with the
lifts of Frobenius F;: R — R given by F;(x) = x%, F1(y) = v?, Fa(x) = x>+ 2y(x + v), and F»(y) = y°.
By Proposition 3.16(ii), for an arbitrary nonzerodivisor f € R, the v-invariants v}(Fi,pl) of level one
are uniquely determined by v;(F,-,pl) N [0,3], which we give for f = x. On the one hand, one has

ve(F1,p')N[0,3] ={1,3}. On the other hand, note that F, is engineered so that the change of coordinates
[(x,v) = (x+7v,v)] exchanges F, with F;. One can easily compute v;+y(F1,p1) ={1,2,3} and therefore
V;(Pbpl) = V;+y(F11p1) = {11 2, 3}-

Corollary 3.20. The polynomials f and F(f) have the same Bernstein-Sato roots.
Proof. This follows from description (d) of Theorem 3.17 together with Proposition 3.16(iii). g

4. Properties of Bernstein-Sato roots

4.1. Finiteness and rationality

For the whole of this subsection, we let (V,m,IK,F) be as in Setup 2.1, let R := V|[xy,...,x,] be a
polynomial ring over V, and let f € R be a nonzerodivisor.

The main goal here is to prove that there are only a finite number of Bernstein-Sato roots of f, all of
which are rational (recall that the ring Z,) of rational numbers whose denominator is not divisible by p is
naturally a subring of Z,, and that a p-adic integer is said to be rational whenever it lies in this subring).

Note that we need to restrict to the case where R is a polynomial ring over V because the proof crucially
uses the degree filtration. Nonetheless, we expect the same result to hold whenever R is an arbitrary smooth
V -algebra.
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As usual, we fix an integer m > 0 such that m”*! =0 in V.

Lemma 4.1. Let F: R — R be the lift of Frobenius given by F(x;) = xf fJoralli=1,...,n. Then there is a
constant K > 0 such that, for every e > 0, we have

#(v]‘c(F,pe) N [O,p”m)) <K.
Proof. We want to find a K such that, for every e > 0, the chain of ideals

(F.e)
D fooel foel?. f20. 00

. fp€+nl
has at most K proper inclusions.

Suppose f has degree at most d (see the discussion above Proposition 2.29). By Proposition 2.29 the
ideal G(F’e) - f¥ is generated in degrees at most kd/p®, and therefore every ideal in the chain is generated
in degrees at most dp™. It follows that C’ fk fk+1 if and only if ( fk N [R]<gpm =

(GR -kar1 N [R]<gpn, and hence the number of proper 1nclusxons in the chain above is the same as the
number of proper inclusions in the following chain of V-modules:

(C1 1) RIeape 2 (€K £ ) N RIaapn 2+ 2 (€7 7 ) A [Rlcgpm.

Now note that this is a chain of V-submodules of [R]<;,m. Note that [R]<;,n has finite length as a V-module;
letting K be this length, we conclude that there can be no more than K proper inclusions in this chain. [

Theorem 4.2. Let (V,m, K, F) be as in Setup 2.1, let R := V[xy,...,x,] be a polynomial ring over V, and let
f € R be a nonzerodivisor. There are only finitely many Bernstein-Sato roots of f .

Proof. Let K be the bound given in Lemma 4.1. We claim there can be at most K Bernstein-Sato roots of f.

For a contradiction, suppose that there are at least K + 1 distinct Bernstein-Sato roots. Call them
ay,..., K41, and choose an integer a > 0 such that (a; + p*™™Z,) N (aj +p*™Z,) = 0 for i # j (in metric
terms, we are choosing a radius so that balls of that radius centered at the a; are disjoint).

For every i = 1,...,K +1 and every e > 0, let v;, be the truncation of the p-adic expansion of «a;
at the (e +m)-digit, as in Corollary 3.18. For every i and e, we clearly have v;, € a; + p*"™"Z, and
0 <v;,<p°™, and by Corollary 3.18 we also know that v;, € v}(F,p"). We conclude that vy ;,..., VK114
are distinct v-invariants of level 4, all in the interval [0, p**"), thus giving a contradiction to the bound from
Lemma 4.1 O

Corollary 4.3. The module Ny described in Section 3.2 splits as a direct sum of stalks

Np=(Ny), ®(Ny), .
where ay,...,a; are the Bernstein-Sato roots of f and the b-function By of f takes the form
By =(a;:ap)-(az:az) - (as: as)
for some ideals ay,...,a;, C V.

Proof. The statement follows by combining Theorem 4.2 and Proposition 2.34. il

Having addressed the finiteness issue, we turn to rationality. The proof will proceed by first showing the
statement for nonzerodivisors f € R for which there is a lift of Frobenius F: R — R with the property that
F(f) = fP; this assumption allows the characteristic-p proof given in [JNB*23] to go through. In particular,
this proves that the rationality statement holds for fP" with f € R arbitrary (see Lemma 2.12), and the proof
is finished by comparing the Bernstein-Sato roots of f with those of fpm.

Lemma 4.4. Let f € R be a nonzerodivisor, and assume that R admits a compatible lift of Frobenius F: R — R
with the property that F(f) = fP.
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(i) Let e >0 be an integer, and let n € Z be a v-invariant of level e for f with respect to F. Then for some
0 <i<p we have that pn+i is a v-invariant of level e + 1 for f with respect to F.
(i) If a € Z, is a Bernstein-Sato root of f, then for some 0 <i < p we have that pa +i is a Bernstein-Sato

o0t of f.

Proof. We start with (i). By assumption we know that G f " e) f "1, By applying Corollary 2.26 to
I=(f"), and using that F*(f") = (F(f")) = fP", we conclude that G f” F e+l)

F 1) F 1
obtain that G f m+l = oL fp(n+]) and we conclude that G e+1)
words, in the cham of 1deals

- fP". Similarly, we

Fe+l) _fp(n+1). In other

o
P GR

G1(QF,@+1) 'fpn 5 G](QF’E) ‘fpn+1 5.0 GI(QF’E) .fPTH'P,

there must be at least one proper inclusion, which gives the result.

Let us now tackle (ii). By Theorem 3.17 there is an integer sequence (v,),-, € Z with v, € V}(P,pe)
whose p-adic limit is @. By part (i), for every e, we can find some 0 < i, < p with the property that
pv.+i, € v}(P,p”l).

Note that i, can only take finitely many values, and hence we can find some 0 < i < p such that
i, = i for infinitely many e. By replacing (v,) with a subsequence and applying Proposition 3.16(i), we
get pv, +1i € V;(F,pe). Since the p-adic limit of this sequence is pa + i, we conclude that pa +i is a
Bernstein-Sato root of f by applying Theorem 3.17. O

We now discuss how v-invariants and Bernstein-Sato roots behave when we take p-power exponents.

Lemma 4.5. Let k > 1 be an integer.
(i) Ifne v;(P,pe), then |n/k| € v$,(F,p°).
(ii) Let a« € Z,, be a p-adic integer with p-adic expansion a = ag + pay + p?ay +---, and consider its
left truncation sy := Q + pagyq + P> Qsn +---. If @ is a Bernstein-Sato root of f, then asy is a
Bernstein-Sato root of f P,

Proof- For (i) consider the chain of ideals glven by
_kan/kJ ») .CD fn > @ fn+1 ) CD (F.e) fk |_n/kJ+1)
and observe that if the inclusion in the middle is strict, then the outer two ideals cannot be equal.

Let us now move on to (ii). If a € Zp is a Bernstein-Sato root of f, then by Corollary 3.18 we have that
Qcorm € v}(P,pe). By part (i) we conclude that |, ,,/p¥| € v}pk(F,pe). To complete the proof, we observe

that |_oz<e+m/pkj gives the left truncation of as; that is,

[a<e+m/ka = (szk)<e+m—k

for all e > m —k+ 1. In particular, the p-adic limit of |_a<e+m/pkj is a>g, and the result follows from
Theorem 3.17. U

Theorem 4.6. Let (V,m, K, F) be as in Setup 2.1, let R := V[xq,...,x,] be a polynomial ring over V, and let
f € R be a nonzerodivisor. All the Bernstein-Sato roots of f are rational.

Proof: Fix an m > 0 such that m"*! = 0 in V. Recall that a p-adic integer is rational precisely when its
p-adic expansion is eventually repeating; using the terminology of Lemma 4.5, this entails that a € Z,, is
rational if and only if aZm is rational. By Lemma 4.5 it suffices to show that the Bernstein-Sato roots of fP"

m+1

are rational. Since F(f? " = fP"" (see Lemma 2.12), we may replace f with fP" and therefore assume that

E(f)=f*.
Let BSR(f) C Z,, denote the set of Bernstein-Sato roots of f, and let [BSR(f)] denote its image under
the quotient map Z, — Z,/Z. Given a p-adic integer a € Z,, we denote by [a] its image in Z,/Z.
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By Lemma 4.4(ii) the set [BSR(f)] is stable under multiplication by p, and it is finite by Theorem 4.2. We
conclude that, given an « € BSR(f), there exist integers a > 0 and b > 1 such that [p®a] = [p**’«a], and

a+b

therefore p®a = p®a + ¢, where ¢ € Z is an integer. We conclude that & = ¢/p®(1 — p?), and therefore « is

rational (since a € Z,, we can also conclude that p” must divide c). n

4.2. Negative Bernstein-Sato roots

Let (V,m, K, F) be as in Setup 2.1, let R := V[xy,...,x,] be a polynomial ring over V, and let f € R be a
nonzerodivisor. From Theorems 4.2 and 4.6 we know that, just like in characteristic zero, there are a finite
number of Bernstein-Sato roots of f, all of which are rational. However, in characteristic zero, a result of
Kashiwara also tells us that roots of the Bernstein-Sato polynomial are negative; see [Kas77]. The analogous
result is also known to hold in our setting when V is a perfect field of characteristic p, by a result of the first
author (see [Bitl8], restated in the introduction as Theorem 1.2). One might therefore expect that the same
should hold true in our setting, but, as shown in Example 4.14, this need not always be the case. Nonetheless,
we can show that this holds in certain situations.

Proposition 4.7. Let (V,m, K, F) be as in Setup 2.1, let R := V[x1,...,x,] be a polynomial ring over V, and let
f € R be a nonzerodivisor.

(i) Al Bernstein-Sato roots of f which are integers are negative.
(i) Assume there exists a lift of Frobenius F: R — R such that F(f) = fP. Then all the Bernstein-Sato roots
of f are negative.

Proof. For part (i), we use the characterization of Bernstein-Sato roots given in Theorem 3.17(b). We claim
that Dg - f" = R for every integer n > 0. When V =K is a perfect field of positive characteristic, this is

. . F,
true because R is strongly F-regular: there exists some integer e > 0 such that GI({ . f" =R, and therefore

CDZ(QF’e) - f" = F*(R) = R (see [Smi95] for more details). In our generality this tells us that Dp - f" + mR = R
(see the discussion below), and the statement follows because mR is a nilpotent ideal.

Recall that, given a nonnegative integer 1 > 0, there is a Dg-module isomorphism R[f~1]f" = R[f~!]
given by exchanging the symbol f” with the element f” € R. By the claim we get an isomorphism
Dr-f"=Dr-f"=Rand Dy ff" =Dy - f*™! =R, and therefore we have Dy - f" = Dy - f f", thus
proving (i).

For part (ii), if @ € Zp) >0 were a positive Bernstein-Sato root of f, then we would have pa +i > & for all

i=0,1,...,p—1. By iterating Lemma 4.4(ii), we would obtain an infinite number of Bernstein-Sato roots
of f, which would contradict Theorem 4.2. O

In this subsection our goal is to show that the Bernstein-Sato roots that are negative agree with the
Bernstein-Sato roots of the mod-m reduction of f (these, in turn, are characterized by the F-jumping
numbers by work of the first author; see Theorem 1.2).

To explain this precisely, we set up some notation. Throughout this subsection, given a V-module M, we
will use M, to denote

My := M/mM.
(Beware of the inconsistency with the stalk notation from Section 2.3: even when M is a C(Z,, V))-module,
this is not the stalk at 0 € Z,.) Similarly, given an element u € M, we denote by 1y € M the class of u
in the quotient. With this notation, Ry = K[x1,...,x,] is a polynomial ring over K, and, since f € R was
assumed to be a nonzerodivisor, we know that f; € R, is nonzero.

Choose a lift of Frobenius F: R — R; by an abuse of notation, we will also use F: Ry — R to denote the
Frobenius on Rj. Recall that we have a description of Dy as

Dy = UHomR(PfR, FCR).
e=0
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Since we have (F{R)y = F{(Rg) (see proof of Lemma 2.20), we conclude that
(DRr)o = Dg,-

In particular, if M is a Dr-module, then M is naturally a Dp -module.
Given a p-adic integer @ € Z,, the natural Dy -module isomorphism R[f ]y = Ro[fo_l] induces a
Dg,-module isomorphism

(RIFf2)y =Rl 5115

We will use the following result of Blickle, Mustatd, and Smith; for simplicity, we state it only for polynomial
rings.

Theorem 4.8 (¢f [BMS09, Theorem 2.11]). Let Ry :=K[xy,...,x,] be a polynomial ring over a perfect field K,
and let fo € Ry be a nonzero element. If o € Z ) <o is a negative rational number whose denominator is not
divisible by p, we have

Dr, - fy =Ro [fo_1]f0a~

Note that the module Ry[ fo_l] fy is denoted by M_, in [BMS09], and that the element we denote as
fo € Ro[fy'1f* is denoted there by e_, € M,,. We refer the reader to [BMS09] for the proof of the above
result.

Lemma 4.9. Let ¢: M — N be a homomorphism of 'V -modules. Then ¢ is surjective if and only if the induced
map ¢o: My — Ny is surjective.

Proof. The “only if” direction follows from the right exactness of the functor (-)y = (—) ®y K. For the
“if” direction, let Q be the cokernel of ¢, so that M — N — Q — 0 is exact. By right exactness we
get that My — Ny — Qp — 0 is exact, and hence Qy = 0. We conclude that Q = m(Q), and hence
Q=mQ=m?’Q=---=m"1Q=0. O

Using Lemma 4.9, we show that Theorem 4.8 also applies in our setting.

Corollary 4.10. Let (V,m, K, F) be as in Setup 2.1, let R := V[xy,...,x,] be a polynomial ring over V, let f € R
be a nonzerodivisor, and let a € Zp) <o be a negative rational number whose denominator is not divisible by p. We
then have

Dg- f*=R[f]f.

Proof- The goal is to show that the inclusion Dg - f* — R[f1]f¢ is surjective; by Lemma 4.9 this can be
checked after applying (—)o. The image of the induced morphism (Dg - f%*)y — Ro[fo_l]foa is Dp, - f'> and
the result then follows from Theorem 4.8. O

Remark 4.11. Note that the proof of Corollary 4.10 works more generally to show the following. If ¢ € R[f~!]
is an element whose mod-m reduction gy € Ro[f; '] satisfies Dg -8fy = Ro[fo_l]foa, then we have

Dr-gf*=R[f]f*.

Theorem 4.12. Let (V,m, K, F) be as in Setup 2.1, let R := V[x1,...,x,,] be a polynomial ring over V, and let
f € R be a nonzerodivisor. Let a € Z,,) < be a negative rational number whose denominator is not divisible by p.
Then « is a Bernstein-Sato root of f if and only if it is a Bernstein-Sato root of f,.

Proof- By Theorem 3.17 the number « is a Bernstein-Sato root of f if and only if the natural inclusion
i: Dp-ff* > Dg- f% is an equality (i.e. surjective). By Lemma 4.9 this surjectivity is equivalent to the
surjectivity of the induced map iy: (Dg- ff%*)o — (Dr- f%)o. Similarly, @ is a Bernstein-Sato root of f; if
and only if the natural inclusion j: Dg_ - fofy" — Dg, - fy' is an equality (i.e. surjective).
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Note that D, - fofy" is the image of (Dr - ff%)o — Ry [fo_l]foa, and similarly Dp - f* is the image of
(Dr-f%)o — Rol fo_l] foa. This means that the relevant maps fit into a diagram as follows:

(Dr- o)y —s (Dr-f),
Dr, - fofy — Dr, - fo-

At this stage one can already see that j is surjective whenever iy is surjective; this proves the “if” direction
of the statement. To prove the “only if” direction, we want to show that iy is surjective whenever j is
surjective, and for this it suffices to show that the right vertical arrow in the above diagram is an isomorphism.
But this follows by Theorem 4.8 and Corollary 4.10; indeed, we have

(@ f) = (R[f '] ),
= Ro[fo £
=Dg, - fy- O
Remark 4.13. In the proof of Theorem 4.12, the hypothesis on the negativity of « is only used to ensure that
the natural map (Dg - f%)g — D, - fy" is an isomorphism.
4.3. Positive Bernstein-Sato roots

In this subsection we show through an example that there exist positive Bernstein-Sato roots, and we
show that such roots can only arise as integer translates of negative roots. We begin with our example.

Example 4.14. Suppose p = 2, let R:= (Z/p?)[X,Y], and consider f := X?+pY € R. We let F: R — R be
the lift of Frobenius for which F(X) = X? and F(Y) = YP. We claim that for all e > 2 we have

kp¢+1

€ _
ve(F,p®) = {kp® —1 |keZ}U{kp2 ! ‘keZodd}U{ ‘keZodd},

and therefore 11
BSR(f) ={-1,—, = |.
N={-153)
In particular, the polynomial f has a positive Bernstein-Sato root.

To prove the claim, recall that by the translation property of v-invariants (Proposition 3.16(ii)), it suffices
to compute the set v;(F,pe) N[0,p°*!). Note that, for all integers e, > 0, we have

Fef" = F¢(X2+pY) = FS (X2 + npX2"=2Y)
— X[Zn/peJFf (XZn—peLZrl/peJ) + anL(Zn—Z)/peJFf (XZn—Z—p"L(Zn—Z)/peJ Y),

and from Proposition 2.28 we conclude that
U= (X2, p xU@n=2/p11)

Therefore, for 1 to be a v-invariant, one of the two generators above must change when 7 is replaced by
n+ 1, and hence one must necessarily have |2n/p®| = [2n+2/p®| or | (2n—2)/p®] = | 2n/p®]. This forces
2n =kp®+a for some k € Z and a € {-2,-1,0,1}. We analyze each of these cases separately:

o If 2n = kp® — 2, then k must be even, say k = 2k’, and thus n = k’p® — 1. For e > 2, we get
Cp - f7 = (XK1, while Cf - £ = (XF). Thus, n = k'p¢ ~1 € v3(F, p°).
o If 2n = kp —1, then k must be odd. Both 7 and 7+ 1 are units in Z/p?, and we get G f” = (XK1
while €\ ). f+1 = (XK, pxX*k-1). Thus, n = (kp®—1)/2 € v $(F,p°).
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e If 2n = kp*, then we get G;{F,E) ft = (XK) = GI({F'e) - f™1 and hence we do not get v-invariants of

this form.
e If 2n = kp® + 1, then k must be odd, and we get GI(QF'e) - fm = (XK, px*-1) while Gl(zp’e) el = (K,
Therefore, n = (kp®+1)/2 € v;(F,pe).

In the above example, note that the positive Bernstein-Sato root 1/2 is an integer translate of a negative
one; namely, 1/2 = —-1/2 + 1. We show that this is a general phenomenon.

Theorem 4.15. Let (V,m, K, F) be as in Setup 2.1, let R := V[x1,...,x,,] be a polynomial ring over V, and let
f € R be a nonzerodivisor. Every Bernstein—Sato root of f is a Z-translate of a negative one.

Proof. We show that if & € Z,) N[-1,0) is not a Bernstein-Sato root of f, then no integer translate can
be a Bernstein-Sato root. Let R := R/mR and f; € Ry be the mod-m reduction of f. Since « is not a
Bernstein-Sato root of f, we know that it is not a Bernstein-Sato root of f;.

Since the Bernstein-Sato roots of f; are contained in [—1, 0) by [Bitl8] (see Theorem 1.2), we know that no
integer translate of « is a Bernstein-Sato root of f;. This (combined with Theorem 3.17 and Remark 3.13)
implies that D -fkfoa = Ro[fy '1f; for all k € Z. By Remark 4.11 we conclude that Dg fRfe =R[f1If4,
and therefore no integer translate of a can be a Bernstein-Sato root of f. g

Corollary 4.16. Let Ry := R/mR, and let fy € Ry be the mod-m reduction of f. We then have
BSR(f)+Z =BSR(fy) + Z.

4.4. Strength of a Bernstein-Sato root and mod-p reduction

By considering the notion of multiplicity for a Bernstein-Sato root, we are lead to consider the following
quantity (since eventually we observe that this does not provide a good analogue of multiplicity, we give it its
own name).

Definition 4.17. Let (V,m, K, F) be as in Setup 2.1, let R := V[xy,...,x,] be a polynomial ring over V, and
let f € R be a nonzerodivisor. Given a p-adic integer a € Z,, the strength of & in f is given by

str(a, f) := min{t >0 ' (m: a)t-(Nf)a = O}.

If we fix an m > 0 such that m”*! = 0 in V, then str(a, f) is an integer with 0 < str(a, f) < m+ 1, and
a is a Bernstein-Sato root of f if and only if str(a, f) > 1. We now give a few alternative descriptions of
strength.
First recall that we have a natural identification (Nf), = N¢/(0: a)Ny, that evaluation at & € Z, defines
a surjective map C(Z,, V) — V, and that, given an ideal a C V, its preimage along this map C(Z,,V) —» V
is given by (a : @). With this in mind, we observe that (m: a) - (Nf)a = m' - (Nf)q for every t > 0, and
therefore
str(a, f) = min{t >0

t —
m '(Nf)a = 0}.

Suppose that a1,...,a; € Zp are the Bernstein-Sato roots of f. Recall that the b-function of f takes the
form

By =(ar:a)-(ay: an)+(a: @) S C(Z,, V),
where a; := Anny ((Nf),,). We conclude that, for any i = 1,...,s, we have
str(a;, f) = min{t >0 | m' C ai}.

Let us describe what this entails in a fairly common situation.

Example 4.18. Suppose that (¥, m) is a discrete valuation ring of residue characteristic p > 0 and that

V = W/m™ 1. Then all ideals of V take the form m’ for some 0 <t < m+1. If Anny((Nf),) = m* for
some 0 <t <m+ 1, then str(a, f) =t.
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Finally, by Corollary 3.10 we have an isomorphism
. Dr-f*
(Nf)a = . a’
Dr-ff
and, since V is central in @Dg, we get that mk(Nf)a =0 if and only if m*f* C Dy - ff* in the module
R[f~']f*. We conclude that

str(a, f) =minft > 0 | m'f* D f£2}.
Using this description, we can give a simple example.

Example 4.19. Suppose that f is one of the variables of R, say f = xq, and that = —1. Let m > 0 be

m+1

the smallest nonnegative integer for which m =0 in V. Recall that we have a natural @Dg-module

isomorphism R[xfl]xil = R[x;!] that exchanges x7! with x;' and identifies D - xlxII =~ R. Since

1
m’x;! € R if and only if £ > m + 1, we conclude that str(—1,x;) = m + 1.

Finally, we show that replacing V' with a quotient can only make the strength decrease. More precisely, let
(V,m, K, F) be as in Setup 2.1, let b C V is a proper ideal with F(b) C b, and let V := V/b. Then V inherits
the lift of Frobenius from V, and therefore still satisfies the conditions of Setup 2.1.

Let R := V[xy,...,x,] be a polynomial ring over V, and let R := V[xy,..., x,,] be a polynomial ring over V.
Let f € R be a nonzerodivisor, and let f :=[f mod bR] € R denote the image of f. Let a € Z, be a p-adic
integer. Recall that there is a surjective ring homomorphism @i - @Dy which identifies D = Dr/bDy
(since V is central in Dp, bDy is a two-sided ideal). Therefore, there is a natural correspondence between
D -modules and Dr-modules annihilated by b.

Proposition 4.20. With the notation as above, we have
str(f,a) > str(/?,a).
Proof. The natural isomorphism R[f '] = R[f~']/bR[f '] gives rise to a Dg-module isomorphism
RIF 7o =Rl e forls e

which exchanges f with the class of f®. As a consequence, we have surjective homomorphisms Dy, - f* —»
Di-f* and Dy-f f* - Dg-f f*. We conclude that (Nf)a is a quotient of (N),, and the result follows. [

We now discuss how the strengths of a given Bernstein-Sato root can detect whether such a root arises in
characteristic zero. We begin by placing ourselves in a mod-p reduction situation as follows.

Let R¢ := C[xy,...,x,] be a polynomial ring over C, let f € R¢ be a nonzero nonunit polynomial, and
let ?D¢ denote the ring of C-linear differential operators of R¢.

We let b¢(s) € C[s] denote the Bernstein-Sato polynomial of f; recall that it satisfies a functional equation
of the form

(4.) by(s)f* = P(s)- f**!
for some differential operator P(s) € D¢[s].

Given a finitely generated Z-subalgebra ¢/ C C, we let Ry := V[xy,...,x,,] be the subring of R¢ that
consists of polynomials whose coefficients are in ¥/, and we let ?; denote the ring of ¢/-linear differential
operators on R¢. Note that there is a natural inclusion D¢, C Dc.

We choose such a finitely generated Z-subalgebra / C C such that f € Ry, that bs(s) € V[s], and that
P(s) € Dy[s]. We furthermore assume that ¥ is smooth over Z.

Specializing Equation (4.1) to any integer a € Z gives

(4.2) by(a)f® = P(a)- f**1,
and, by our choice of ¥/, this equation holds in R¢[f~!].
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Choose a maximal ideal m C ¢ with f € mRy. Recall that /m is a finite field; we let p denote its
characteristic. Given a positive integer m > 0, we let V,, := V/m™*!, let R,, := V,,[x{,...,%,], and let
fn = [f mod m™!R(] € R,,. Since ¢ was assumed to be smooth over A, V,, has a lift of Frobenius
F:V, — V,, which we assume to be surjective, and therefore V,, satisfies the conditions of Setup 2.1. Note
that R,, has a compatible lift of Frobenius, which by an abuse of notation we also denote by F: R, = R,,.

We let ©,,, denote the ring of V,,-linear differential operators on R,,; note that there is a natural surjective
map Dy — D,, which identifies @,, = Dy/m"™*1D,. Given a differential operator Q € D, (or, more
generally, Q € U, ®y Dy), we let Q,, :=[Q mod m"*' D] € D, denote its image under this map. Recall
that ©0,, comes with a level filtration induced by F:

D,, = U@Lf ),
e=0

If « € Z, is a p-adic integer, we can consider the strength str(a, f,,) of & in f,,; varying m, we obtain a
sequence

(str(a, fin))m=o-

which is nondecreasing by Proposition 4.20.

Note that if a € Z(p) is a rational number whose denominator is not divisible by p, then the rational
number by(a) lies in the localization ¥}, C C and the differential operator P(a) lies in the localization
Vin ®y Dy € Dc. In particular, it makes sense to consider the image of by(a) in V,, and the image P(a),,
of P(a) in @D,,. Note that, if B € Zp) is another such rational number with & = mod pmHZ(p), in V,, we
have b¢(a) = by (), and in D,,, we have P(a),, = P(B)u-

Theorem 4.21. Fix notation as above, let o0 € Z ;) be a rational number whose denominator is not divisible by p,
and let m > 0 be an integer. In the D,,-module R,,[f,,*|f2, we have

bf(a)frg €Dy, 'fmfn(f'

Proof. Pick an integer a € Z for which a = @ mod pm“ZP (for example, by truncating the p-adic expansion
of a). By Equation (4.2), over V,, we obtain

by(@)f =bs(a)fyy = P(@)y- f™ = P(@)y- fin*.

Choose e > 0 large enough so that P(a),, € @,(f'e), and, replacing a if necessary, assume that a satisfies
a=a mod p®™Z, We then get (see Section 3.4)

P(@)y- fnfr = f (P@ - £ ) o
= fu (br(@) f) £
=bs(a)fm- O
Corollary 4.22. We have
vy (bf(@)) = str(a, fiu),

where v,(—) denotes p-adic valuation. In particular, whenever the sequence (str(a, f,,)),, is unbounded, we have

bf(oc) =0.
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